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Abstract 

Predictive maintenance uses software and historical data collected using sensors to prevent machine failure by 

analyzing the production data, to identify the operating pattern and thus predict issues before they commence. 

Predictive maintenance is the process of continually gathering and transmitting the behavior data of the product , 

storing the data in a central storage hub, and applying analytics methodologies available in advanced big data to 

sort  the massive amount of data so as  to identify important data pattern.  The data is fitted into machine 

learning models and trained with the past data to successfully predict the probable failure of the machine. Five 

machine learning algorithms such as Support Vector Machine, K-Nearest Neighbor, Random forest, Naive 

Bayes and the Stochastic Gradient Descent are implemented on the real time data obtained from the machines 

using sensors. Three models with highest efficiency of prediction are taken to predict machine status 

collectively. The machine status which is predicted by the majority of the machine learning models is taken as 

the final machine status.  The data of whether machine failure will occur or not is constantly being updated in a 

real-time dashboard and is made accessible to the workers. The dashboard for the generated insights is created 

to allow maintenance engineers to perform corrective action. 

Keywords: Accuracy, Classification algorithms, Efficiency, KNN, Machine Learning, Naive Bayes, Predictive 

maintenance, Random Forest, Remaining Useful Time, SVM, Stochastic Gradient descent, Sensor data, 

Training set. 

 

1. Introduction 

The nature of the process manufacturing industry is featured in terms of  high capital investments involved 

mainly for the machines that are deployed in production. In order to ensure maximum turnover in the business 

for this investment, maximum and efficient usage of these equipment are necessary, for which maintenance of 

these are highly essential such that they are in their optimal performing state. Only then the machines can work 

continuously without any halt in the production lines. Maintenance activities are proved to be highly needed for 

a wide range of reasons. Until now, scheduled maintenance is carried out by the factory managers and machine 
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operators to regularly perform maintenance of the machines and equipment for preventing downtime. This 

involves visual inspections, followed by regular asset inspections to learn and monitor  more specific, objective 

information about the condition of the machine or system. This not only consumes unnecessary resources but 

also leads to productivity losses. Moreover, half of all preventive maintenance activities are ineffective and 

inadequate. Thus predictive maintenance serves as a superior approach to resolve the problems of preventive 

maintenance. The novelty is to improve the prediction accuracy of the previously existing predictive 

maintenance techniques and increase the ‘hits to miss’ ratio. Predictive maintenance is carried out using 

machine learning algorithms and analytic techniques to predict asset failure.  

The root of AI application is the computerized self-learning and this ability is known as Machine Learning 

(ML).  ML models involves pattern-learning abilities, adapts changes that can occur in the input data along with 

the ability to self-educate about the changes that takes place in the real time data feed. In Machine Learning 

algorithms the systems don’t rely on explicit programming, but they are capable of improving their own 

performance by using the collected data with their experience.  This experience includes trillions of 

observations, these machine learning algorithms have the ability to learn continuously, improve accuracy by 

recording “hits and misses” which therefore leads them to make predictions. This prediction making capability 

of Machine Learning leads to set its path towards the Predictive Maintenance, making maximum utilization of 

traditional yet sophisticated algorithms or newly created algorithms to optimize maintenance, improve model 

standard and further enhance the throughput of the production. 

The models are first created using various machine learning algorithms using data obtained from 

sensors.  This phase is generally called the training phase. The second phase is the testing phase where the 

model created is put into use. The model predicts the output classes, then the accuracy of predictions is 

calculated. 

TRAINING PHASE: 

 

Fig.1-Training Phase 

TESTING PHASE: 

 

Fig.2-Testing Phase 

2. Existing Model 

The minimization of machine breakdowns and reducing the time taken to repair the machinery is the main 

objective. However, the maintenance strategy differs from one firm to another, depending on the operations they 

perform, manpower they possess and also the frequency of the maintenance activities required. The sensor data 

obtained varies from machine to machine depending on the function they perform and the scale of the unit. 

Some of the computations that are the basic needs for tracking the operating conditions of the equipment are 

obtained by non-invasive data collection activities such as sensors, transducers and some condition monitoring 

tools.  

2.A Condition Monitoring Techniques 

 The commonly used techniques are: 

● Vibration Analysis: Vibration analysis is commonly used for equipment like centrifugal pumps, 

motors, etc. which performs rotation-based operations. Installed vibration sensors can keep track of axial along 

with vertical or horizontal movement which is then sent as an alert when the desirable range exceeds.  

https://www.seebo.com/predictive-quality/
https://www.seebo.com/predictive-quality/
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● Lubricant analysis: Lubricant is also a non-invasive criterion for which analysis is require. In this 

analysis the number and size of debris such as iron, silicon, aluminum silicate, etc. observed in the  samples of 

oil which is taken in order to determine the asset wear. 

● Infrared Thermography: This monitoring technique is related to the radiation emitted by the object with 

respect to the temperature variation. Though this radiation is invisible for a human eye, infrared cameras are 

capable of detecting these radiations.  The cameras present are set to constantly keep track of the temperature 

changes in energized equipment. 

● Ultrasound Testing:  Ultrasonic sensors are capable of detecting the minute noises produced by the 

malfunctioning equipment.   It quickly alerts operators about the fault observed.  Some of the issues addressed 

by the ultrasound testing are extensive corrosion, gas leakage, welding defects and over or under lubricated 

bearings. 

The sensor data is analyzed to identify patterns among them so that with the behavior of one more sensor 

collectively a generalized notion for the machine status can be attained. 

2.B. Maintenance Activities In Use 

The manufacturing units adopt one of the following techniques to cope with the machine failure they come 

across.  

  1.   BREAKDOWN OR CORRECTIVE MAINTENANCE: 

In this strategy maintenance activities are carried out after the equipment is out of order and it cannot 

perform its normal function any longer. It is a traditional method of maintenance and less efficient. Only after 

there is a machine failure or breakdown the machine is repaired, else the machine is left to operate till it’s 

breakdown time. 

 

Fig.3-Breakdown Maintenance 

The major disadvantage is that the production halts for a certain duration till the machine is restored back to 

its working state. It therefore becomes essential to have a backup machine but in reality, becomes highly 

impossible. 

2. PREVENTIVE MAINTENANCE: 

In this type of maintenance activity, maintenance is carried out either before the failure or before the 

breakdown of equipment. It is a safety measure designed to reduce the possibility of unexpected breakdowns 

and disruption in production. This becomes very cumbersome and time consuming in the case of huge 

production lines and also inefficient to perform maintenance for machines working in a good state.  

3. SCHEDULED MAINTENANCE: 

This maintenance activity involves the process of keeping the machineries in proper condition.  The process 

includes frequent inspection, replacing defective parts, cleaning, repairing of fault identified segments, timely 

lubrication, etc. Usually, these operations are carried out when the machine is in use or by a pre-planned 

shtdown. 
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Fig.4-Scheduled Maintenance 

This will be ineffective when the production line is huge and will also require more manpower. 

All the traditional maintenance activities prove to be ineffective in some way or the other, hence the need for 

a more efficient way of maintenance activity becomes essential. Industry 4.0 paved the way for a new type of 

maintenance activity which involved software programming and analysis. 

3. Proposed Model Of Evaluation 

Depending on the company’s maturity level, maintenance activities are being undertaken for many years by 

the manufacturers.   Starting from the traditional methods of maintenance, the maintenance activities have 

evolved over the years. The disadvantages in the previously used maintenance activities have finally led us to 

adopt the most efficient maintenance technique. Industry 4.0 has witnessed the emergence of predictive 

maintenance strategies, which has proven to reduce the down time and capital required for unnecessary 

machinery repair costs of the company. 

3.A. Predictive Maintenance Architecture 

For performing predictive maintenance on any industrial assets, few functional blocks are necessary, those 

are: 

●   Sensors: Sensors that are usually installed in physical products play an important role in collection of 

real time data corresponding to the asset. 

●  Data communication: This acts as a bridge between the data collecting tool and the central data storage 

hub. It makes use of communication protocols and gateways. 

● Central data store: It acts as a central hub which stores the received data. The data is then processed 

and analyzed. The data can be either be stored on cloud or premises. Database Management Systems like 

Hadoop can be brought into use for storing this large set of real time data. 

● Predictive analysis: The data is aggregated to recognize patterns and generate insights. Machine 

learning algorithms are used on the historical data to predict machinery default. The insights are further 

conveyed to the operator in the form of dashboard and alert. 

● Root cause analysis: Using the analytic tools on data, the insights are investigated and corrective 

measures are performed.  
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Fig.5-Predictive maintenance Architecture 

The data for analysis is obtained from the sensors placed at different parts of the machinery.  Different 

machinery requires the usage of different sensors. The data obtained will be large and streaming data as the 

machine status is recorded at every second. Hence the data is stored in a central data storage. Machine learning 

algorithms are used to create models. The models which give the highest efficiency in terms of prediction are 

used for further computation. A majority voting is taken between the predicted classes which then becomes the 

final output class. Dashboards act as an interactive interface for the workers from where they can easily monitor 

the working condition of the machinery. In case of any fault detection by the model, the dashboard quickly 

alerts the workers, who can perform corrective actions.  

3.A.1.  Training Module 

The dataset obtained from the manufacturing unit contains a timestamp field which specifies the instant at 

which the sensor data was captured. The data is obtained for every second. Sensor data is obtained from many 

sensors placed at various machinery locations. Different machinery will have different condition monitoring 

sensors, some of them include temperature, vibration, ultrasonic, pressure sensor and so on. 

 The last column is the machine status field which gives the working condition of the machine. The data set 

is recorded with the previously monitored sensor conditions and the machine status. The machine learning 

model is trained with the data set inputs, and on the arrival of a new data point the model will be able to 

successfully predict on which class the output falls under.  Depending on the machinery, two output classes can 

be present such as broken and normal. In some cases, the machinery can have three output classes namely, 

broken, normal and recovering. In either case, the categorical variables must be encoded into numerical values 

for performing training. 

 

Fig.6-Training Module 

Classification algorithms are used to predict the status of the machine. A classification model tries to draw 

some conclusions from the input values that are fed for training. It is then capable of  predicting the class 

labels/categories for the new data. In our case the labels are Broken, Recovering and Normal.  The sensor data is 
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fitted into the models and the model is trained with the inputs and the corresponding outputs. The model will 

analyse patterns and understand correlations between the input and output variables.  

The five machine learning algorithms used are: 

1. K Nearest Neighbor 

The KNN- k-nearest neighbor is a supervised machine learning algorithm that is simple to train and test is 

used for the prediction of machine failure.  Though it is easy for execution it has a drawback of reduced 

performance rate with increase in data size upon time.  The logic behind this algorithm is the finding of distance 

between the query and all the other data samples taken into account while training.  Following this it selects the 

predefined number of examples stated as k by the programmer closest to the query, then with which voting is 

taken for the most frequent class.  The distances from the new point and every other points are calculated using 

the Euclidean distance formula: 

 

The distance between the new input point and all the labels are accumulated category wise. The new point is 

classified into that label which has the least cumulative distance. The right K value for this classification model 

is identified by trying various K values and choosing the best fit.  The KNN algorithm is suitable for nonlinear 

data. It is relatively a simple algorithm to interpret and implement. It is considered to be very versatile. 

However, high memory is required as it stores all of the training data. The prediction stage might be slow when 

the data set is huge. The KNN algorithm is sensitive to irrelevant features and the scale of the data.   

 

Fig.7-KNN 

2.Support Vector Machine: 

Support Vector Machine also belongs to supervised machine learning category. This has the ability to 

perform classification, regression and even outlier detection. The objective of the support vector machine 

algorithm is hyperplane formation in specified N-dimensional space where N denotes the number of features 

that is unique for data point classification.  A straight line is drawn in between two classes in a linear SVM. All 

the data points that lie on one particular side of the line will be labelled as one class and the rest on the other 

side is labelled as the second.  SVM assumes the input to be numerical instead of categorical. So, the data is 

converted using one of the most commonly used is One Hot Encoding.  Support Vector Machine is really 

effective in handling higher dimensions. This algorithm is proven to be effective when the number of uniquely 

identified features are more than the number of training examples. The hyperplane thus created is affected only 

by the support vectors thus less impact is created for outliers. SVM is suited for extreme case classification.  
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Fig.8-SVM 

3.Random Forest Algorithm 

Random Forest is one among the famous machine learning algorithm under supervised learning technique. It 

works on the principle called ensemble learning, which combines multiple sub-classifying models to solve a 

hard and complex problem in order to improve the performance of the created model. Random Forest is a type 

of classifier which takes the average to improve the accuracy of the prediction made for the dataset where it 

contains a number of decision trees under different subsets of that given dataset.  Here the prediction is not 

relying on one decision tree,  instead of  that prediction of each tree is considered by the classifier based on the 

majority voting from which final output is decided. The accuracy can be higher if the trees count is increased in 

this algorithm.  This algorithm can also prevent over fitting results thus maintaining the standard of the output. 

 

Fig.9-Random Forest 

4.Naive Bayes Algorithm 

Naïve Bayes is among the easiest methods to create classifiers by assigning labels to the problem’s instances.  

These instances created further are represented as vectors of the feature data.  These class labels are drawn from 

a finite set.  This algorithm works on the assumption that the value for a certain feature is independent of the any 

other feature given in the class variable.  For prediction this algorithm takes each feature to be independent.  The 

requirement of small data set for training this model is its advantage, on the other hand this leads to emerging of 

overfitting model. 
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Fig.10-Naïve Bayes 

 

5.Stochastic Gradient Descent Algorithm: 

Stochastic Gradient Descent algorithm is one of the machine learning algorithms which is widely used for 

the classification problems. It is regarded as the continuation of the linear regression algorithm. Gradient is 

simple terms mean slope and hence gradient descent is to descend to the lowest point on the surface. Basically, 

the objective is to determine the slope of the objective function with respect to each parameter by picking a 

random value for the parameters. The gradient function is updated by plugging the parameter values. New 

parameters values are calculated on every step with respect to the old parameter values and the step size. These 

steps are repeated concurrently till the gradient is almost 0. 

 

Fig.11-Stochastic Gradient Descent 

III.A.2. Testing Module 

Once the model is trained, testing data point is used for testing the model. The predicted output class is 

weighed against the true output class to compute the efficiency of the model. To provide the best result, five 

machine learning algorithms are used to create five models. Out of the five, the top three models which have 

higher efficiencies for prediction are taken for further computations. 
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Fig-12-Testing Module 

The efficiency of each of the used five models are given below. It is evident from the analysis that the Naive 

Bayes, SVM and KNN algorithms perform better. It is important to note here that the efficiency and accuracy of 

each model may vary with different datasets  and also the different training approaches used. 

 

Fig.13-Accuracy Table 

 

Fig.14-Efficiency Graph 

4. Experiment and Result 

The top three algorithms are used for further computations.  At every point of time the models predict an 

output class, a majority vote is taken between the three models. The final machine status is the output class 

predicted by more than one of the machine learning models. With the predicted output classes from all the three 
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algorithms in hand, the majorly occurring (i.e. predicted by more than 1 algorithm) class is taken as the final 

output machine status.  

 

Fig.15 Implementation phase 

The machine status is updated in the form of a dashboard as every new output class is predicted. In case 

more than one model predicts the output class as BROKEN, immediate update is done to the dashboard and 

alerts are given to the machine engineers to perform corrective actions. 

5. Conclusion 

From the above analysis it is found that the Naive Bayes, SVM and KNN algorithms produce the best 

efficiencies among the five machine learning algorithms used for the used data set. Hence, the prediction of the 

machine failure is performed by collectively using the predictions of all the three algorithms. The novelty of this 

proposed model is that three algorithms are used in combination to give more accurate results rather than relying 

on only a single algorithm to predict. It becomes very crucial to predict well in advance the machine status in 

machinery units for proper uninterrupted production. This not only reduces the time for repair drastically but 

also ensures that the machinery unit functions throughout without a halt in the production. 

The proposed model can be further improved by making advancements in code by also adding regression 

techniques to predict the Remaining Useful Time(RUL). Also, we can further generalize the code to perform 

with all types of data sets obtained from different machineries. Further, many algorithms can be implemented to 

improve the efficiency. 
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