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Abstract 

These days, mining and extracting data from wide range of information is required by the companies or 

organisations. For completing this process Knowledge Discovery Databases KDD is the appropriate method. 

This process will help to mine, extract, analyse and visualize the information in appropriate format. But there 

are various algorithms or techniques are available to perform decision making process such as pattern finding, 

clustering, Apriori, classification, time series, prediction etc. Optimization is the prominent method these days’ 

researchers are using for finding the secondary data. 
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1. Introduction 

Data storage requirement is increasing rapidly with use of ICT information and communication technologies. 

Due to which requirement of extracting the information is also increasing day by day. Analyst require correct 

technique to for mining the relevant data. Data mining is a useful and important technique that helps for decision 

making through finding the hidden information and patterns. There are various algorithms available such as 

Apriori, FP tree clustering, classification, prediction and so [1]. Mining information helps company to find the 

user interest [1][54][55][56]. Traditionally, mining rules based on using threshold values such as minimum 

support and minimum confidence would help in getting better rules and mining large datasets. In order to 

enhance the efficiency of the rules and to reduce the complexity other algorithms or optimized algorithms can be 

used such as Genetic Algorithm, Genetic Programming, PSO, Ant colony optimization. Clustering, 

classification, regression models, summarization are various algorithms or technique what user can use to fetch 

appropriate rules [2]. Genetic algorithm including different chromosome conclude giving comprehensive rules 

[3] genetic algorithm and clustering hybrid technique could also be used for finding efficient rules [4]. Genetic 

algorithm and PSO is used to develop a global association rule. The population is formed for each generation 

maximizing the sample set.  

 
2. Rule Mining Techniques 

 

To mine the association rules numbers of algorithm are being introduced. The basic algorithm for association 

rule mining is Apriori Algorithm. Apriori algorithm is used to operate on databases containing transactions. 

Many improved Apriori algorithm was introduced. Apriori was implemented with different data structures like 

hash, trees, link list and etc. 

Following are the various algorithms for association rule mining: 

Apriori Algorithm 

The Apriori algorithm is a classical association rule mining [1][54][55][56]. The algorithm starts with a dataset 

containing transactions and generates frequent item sets, having at least a user specified threshold. In the 
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algorithm of Apriori, an item set X of length k is frequent if and only if every subset of X, having length k _ 1, 

are also frequent. Apriori supports downward closure.  

 

Classification technique combined with Genetic algorithm 

The classification task is one of the most studied in data mining.[3]. the GA’s individuals (or chromosomes) 

encode IF-THEN classification rules, similarly (in form) to the rules discovered. Author used specific fitness 

function with two parameters’: sensitivity and specificity [3] 

 

Genetic algorithm with clustering 

A genetic algorithm-based clustering algorithm, called GA-clustering. Genetic algorithm has been used to 

search for the cluster centres which minimize the clustering metric [4][57]. The searching capability of GAs has 

been used for the purpose of appropriately determining a fixed number K of cluster centers in RN; thereby 

suitably clustering the set of n unlabeled points. The results show that the GA-clustering algorithm provides a 

performance that is significantly superior to that of the K-means algorithm [4][8] 

 

Classification with Genetic programming  

In GP, the basic idea is the evolution of a population of "programs", i.e., candidate solutions to the specific 

problem in hand. A program (an individual of the population) is usually represented as a tree, where the internal 

nodes are functions (operators) and the leaf nodes are terminal symbols. More complex representations, like 

graphs, are unusual since they require specialized genetic operators. Both the function set and the terminal set 

must contain symbols appropriate for the target problem. The function set can contain arithmetic operators, logic 

operators, mathematical functions, etc; whereas the terminal set can contain the variables (attributes) of the 

problem.[5]. The use of genetic programming (GP) for discovering comprehensible classification rules, in the 

spirit of data mining, is a relatively underexplored area. [5] 

 

Association rule mining and Genetic Algorithm 

The genetic algorithm (GA) is an evolutionary computation algorithm, introduced and investigated by the 

scientist John Holland and one of his students at the University of Michigan at the beginning of the 60s [22][57] 

In Genetic algorithm is inspired by the principles of genetics and evolution, and mimics the reproduction 

behaviour observed in biological populations. It belongs to stochastically search algorithm bases on principles of 

natural selection and recombination. [6][9] 

 

Working principle of Genetic Algorithm  

Step I [Start] Generate random population of chromosomes, that is, suitable solutions for the problem. 

Step II [Fitness] Evaluate the fitness of each chromosome in the population. 

Step III [New population] Create a new population by repeating following steps until the new population is 

complete. 

a) [Selection] Select two parent chromosomes from a population according to their fitness. Better the fitness, the 

bigger chance to be selected to be the parent. 

b) [Crossover] With a crossover probability, cross over the parents to form new offspring, that is, children. If no 

crossover was performed, offspring is the exact copy of parents. 

c) [Mutation] With a mutation probability, mutate new offspring at each locus. 

d) [Accepting] Place new offspring in the new population. 

Step IV [Replace] Use new generated population for a further run of the algorithm. 

Step V [Test] If the end condition is satisfied, stop, and return the best solution in current population. 

Step VI [Loop] Go to step 2. [4] 

 

Non-Dominated Sorting Genetic Algorithm (NSGA) 

Non-Dominated Sorting Genetic Algorithm (NSGA) with accuracy and coverage measure. The objective was to 

propose the use of multi-objective optimisation evolutionary algorithms to allow the user to interactively select a 

number of interest measures and deliver the best nuggets. They used  Adult, Mushroom, and Contraception 

data set. There outcome is to develop a novel approach with a number of interest measures which may be 

selected and then to search for a set of solutions which represent an approximation to the pareto optimal.[7]. 

Author develop a new approach with a number of interesting measures that can be chosen and then search for a 

set of solutions that represent an optimal approximation to the pareto. 

 

NLP with text mining  

A new concept-based mining model that relies on the analysis of both the sentence and the document, rather 

than, the traditional analysis of the document dataset only is introduced[50][51]. The proposed mining model 
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consists of a concept-based analysis of terms and a concept-based similarity measure. The term which 

contributes to the sentence semantics is analysed with respect to its importance at the sentence and document 

levels. The model can efficiently find significant matching terms, either words or phrases, of the documents 

according to the semantics of the text. The similarity between documents relies on a new concept-based 

similarity measure which is applied to the matching terms between documents. Experiments using the proposed 

concept-based term analysis and similarity measure in text clustering are conducted. [10]. a genetic algorithm 

(GA) as a search strategy for not only positive but also negative quantitative association rule (AR) mining 

within databases. Contrary to the methods used as usual, ARs are directly mined without generating frequent 

itemset. The proposed GA performs a database-independent approach that does not rely upon the minimum 

support and the minimum confidence thresholds that are hard to determine for each database [11]. 

 

Rule mining with all operators (<=,>=, ! =,=)  

Most methods for mining association rules from tabular data mine simple rules which only represent equality in 

their items. Limiting the operator only to “=” results in many interesting frequent patterns that may exist not 

being identified. It is obvious that where there is an order between objects, greater than or less than a value is as 

important as equality. This motivates extension, from simple equality, to a more general set of operators. We 

address the problem of mining general association rules in tabular data where rules can have all operators 

{≤,>,≠,=} in their antecedent part. The proposed algorithm, Mining General Rules (MGR), is applicable to 

datasets with discrete-ordered attributes and on quantitative discretized attributes. The proposed algorithm stores 

candidate general itemsets in a tree structure in such a way that supports of complex itemsets can be recursively 

computed from supports of simpler itemsets. The algorithm is shown to have benefits in terms of time 

complexity, memory management and has great potential for parallelization. [16] 

 

Multi-Objective Genetic algorithm 

A novel multi-objective genetic algorithm (GA)-based rule-mining method for affective product design is 

proposed to discover a set of rules relating design attributes with customer evaluation based on survey data. The 

proposed method can generate approximate rules to consider the ambiguity of customer assessments. The 

generated rules can be used to determine the lower and upper limits of the affective effect of design patterns. For 

a rule-mining problem, the proposed multi-objective GA approach could simultaneously consider the accuracy, 

comprehensibility, and definability of approximate rules. In addition, the proposed approach can deal with 

categorical attributes and quantitative attributes, and determine the interval of quantitative attributes. Categorical 

and quantitative attributes in affective product design should be considered because they are commonly used to 

define the design profile of a product. [21] 

 

Rule mining with parallel genetic-fuzzy mining framework 

To optimize the rules generated by Association Rule Mining using Biogeography Based Optimization (BBO). 

BBO has a way of sharing information between solutions depending on the migration mechanisms. [27] 

 

Genetic algorithm with PSO 

The Particle Swarm Optimization (PSO) algorithm is a computational optimization method, which is based on 

the social behaviour of living organisms such as fishing schooling, bird flocking[57]. The Particle Swarm 

Optimization algorithm was first designed in 1995 by the scientists Kennedy and Eberhart [28][40] base on the 

social learning and social psychological model of birds seeking food, each bird is an agent in the search space, 

during the food search time, swarm agents are cooperating with other agents around it to find food. 

Particle swarm optimization (PSO) is a computational method that is used in computer science field to optimize 

problem solution by iteratively improvement of a candidate solution among a set of solutions with regard to a 

given measurement of fitness quality [30[55][56].  Such methods are commonly known as meta-heuristics 

methods PSO shares much dissimilarity with evolutionary computation techniques such as Genetic Algorithms 

(GA) [30][40][53][54]. The system is initialized with a population of random solutions and searches for optima 

by updating generations. However, unlike GA, PSO has no evolution operators such as crossover and mutation. 

In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum 

particles.  Each particle keeps track of its coordinates in the problem space which are associated with the best 

solution (fitness) it has achieved so far. (The fitness value is also stored.) This value is called pbest. Another 

"best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in 

the neighbors of the particle. This location is called lbest. When a particle takes all the population as its 

topological neighbors, the best value is a global best and is called gbest [39][40][51][52] 

 

PSO operations [40] 

The following are the steps of the PSO algorithm that briefly summaries the working of PSO.   
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PSO is initialization-based algorithm, with set of random solutions and continue with searching for 

optimal values through multiple iterations or generations. Each particle is updated with continue two best 

values. “pbest” is the best solutions and “gbest” is global best solution. The global best and personal best 

is saved into the memory and continue till it gets the best outcomes. [40][49][50] 

Fuzzy with genetic algorithm 

It is a novel AGAFL classifier for classifying heart disease datasets[48][49][50]. AGAFL has three steps:  

1. reduction of features/dimensions utilizing rough sets  

2. generating rules from the reduced dataset through the application of Fuzzy Logic Classifier  

3. optimizing generated rules through the application of Adaptive Genetic Algorithm.  

 

The latter utilizes a fitness function for optimizing the rules generated through Fuzzy Logic Classifier. 

The major contributions of the proposed model are as follows:  

• Rough set theory to identify most relevant features as Rough Set theory is an effective tool to deal with 

vagueness and uncertainty information to select the most relevant attributes for a decision system.  

• Adaptive Genetic Algorithm to optimize the classification rules, to achieve better accuracy, reduce time 

complexity [41][46][47] 

Hybrid ANN, PSO, GA 

A method, named smart HGP-FS utilizes artificial neural network (ANN) in the fitness function. The filter and 

wrapper methods are integrated in order to take the benefit of filter technique acceleration and the wrapper 

technique vigour for selection of dataset efficacious characteristics. Some dataset characteristics are eliminated 

through the filter phase, which in turn reduces complex computations and search time in the wrapper phase. 

Comparisons have been made for the effectiveness of the proposed hybrid algorithm with the usability of three 

hybrid filter-wrapper methods, two pure wrapper algorithms, two pure filter procedures, and two traditional 

wrapper feature selection techniques. The findings obtained over real-world datasets show the efficiency of the 

presented algorithm [44] 

 

3. Discussion and future research distribution: 

 

This study is done to access the influence of different rule mining techniques. A comprehensive review of 

research papers in this study provides an overview of the way different algorithm mine the rules. The articles 
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considered for review in this study are from the year 2000 to the year 2021. 

 

Table1: The distribution of rule mining methods by year. 

 

2000-2005 2005-2010 2010-2015 2015-2020 2021 

classification with genetic 

algorithm 

NLP with text 

mining Genetic algorithm PSO 

KNN-

GA 

Clustering classification  Evolutionary algorithm Genetic algorithm -  

clustering with support 

and confidence genetic algorithm Genetic algorithm 

Cluster and genetic 

algorithm  - 

 - 

Using 

operators(<=,>=,!=

,=) 

Biogeography based 

optimization (BBO) Clustering  - 

 - AVI algorithm Genetic-Fuzzy algorithm GA-PSO  - 

 -  - 

PSO with association rule 

mining ANN,GA,PSO  - 

 - -  Genetic Programming  -  - 

 

 

Table 2: Year wise algorithm used 

 

Algorithm/Year 2000-2005 2005-2010 2010-2015 2015-2020 2021 

classification Yes Yes     

classification with genetic algorithm       

clustering Yes   Yes   

clustering with support and confidence Yes      

Clustering with genetic algorithm    Yes   

NLP  Yes     

Genetic algorithm  Yes Yes Yes   

AVI algorithm  Yes Yes    

evolutionary algorithm   Yes    

Genetic -Fuzzy       

PSO    Yes   

PSO association rule mining   Yes    

genetic Programming   Yes    

KNN, GA, PSO    Yes   

KNN and genetic algorithm         Yes 

 

 

In Table 2, it has been concluded that genetic algorithm is most commonly used algorithm for rule mining but 

few researchers have also used other techniques such as clustering, classification, PSO, KNN and so. 

 

4. Conclusion 

 

It has been observed that combination of support, confidence, lift, leverage and conviction may be used to 

evaluate the interestingness. So, there is a scope of using such measures to generate appropriate rules. 

Considering more metrics, such as amplitude, may obtain better rules. Therefore, these metrics can be used for 

better results. Performance may be improved by eliminating the need to determine the extents of the threshold 

for the criteria of support and confidence.[39]. Many models have not used algorithms with categorical 

datasets.[28]. So, this may add some scope of the research. It has been indicated that increase in support value 

may give more appropriate rules.[28]. Thus, there is some scope to enhance the efficiency of the rules. Hybrid 

metaheuristics also should be evaluated to generate better rules.[39]. Future works may involve the use of other 

machine-learning classification algorithms or employing other population-based feature selection meta-

heuristics and compare their performances to the one obtained by the proposed approach. 



Mrinalini Rana, Jimmy Singla 

5274 
 

 

REFERENCES 

 

[1] Aggarwal R., Imielinksi T. And Swami A.” Mining Association rules between sets of items in large 

databases”, in 20th Int. Cong. Very large Data bases, pp. 487-499, 1993. 

[2] K.J. Cios. et.al., “ Chapter : Data mining  and Knowledge Discovery”, Data mining methods for 

knowledge discovery, springer, , pp. 1-26 , 1998. 

[3] M. V. Fidelis H. S. Lopes A. A. Freitas "Discovering Comprehensible Classification Rules with a 

Genetic Algorithm", Congress on Evolutionary Computation,IEEE, La Jolla, CA, USA pp. 805-810,2000. 

[4] Ujjwal Maulik, Sanghamitra Bandyopadhyay, “Genetic algorithm-based clustering technique",Pattern 

Recognition 33 pp.1455-1465,2000. 

[5] Bojarczuk, Celia C. and Lopes, Heitor S. and Freitas, Alex A., “Genetic programming for knowledge 

discovery in chest pain diagnosis.”, IEEE Engineering in Medicine and Biology Magazine, 19 (4). pp. 38-

44,2000. 

[6] Jacinto Mata, Jose Luis Alvarez and Jose- Cristobal Riquelme, “Discovering Numeric Association 

Rules viaEvolutionary Algorithm” ,AKDD Springer, LNAI 2336, pp. 40–51, 2002. 

[7] Beatriz de la Iglesia,Mark S.Philpott, Anthony J.Bagnall and Vic J. Rayward-Smith,"Data Mining 

Rules Using Multi-Objective Evolutionary Algorithms",IEEE,pp.1552-1559,2003. 

[8] Chad Creighton, Samir Hanash, "Mining gene expression databases for association rules", 

Bioinformatics, Vol. 19 no. 1, pp.79-86,2003. 

[9] Ashish Ghosh, Bhabesh Nath, " Multi-objective rule mining using genetic algorithms", Information 

Sciences, Elsevier, Vol.163, pp.123–133,2004. 

[10] Shady Shehata, Fakhri Karray and Mohamed Kamel, "Enhancing Text Clustering using Concept-based 

Mining Model",Sixth International Conference on Data Mining (ICDM'06),IEEE,2006 

[11] Bilal  Alatas, Erhan Akin, “An efficient genetic algorithm for automated mining of both positiveand 

negative quantitative association rules",Soft Comput Springer 10: 230–237,2006. 

[12] Daniela Zaharie,Diana Lungeanu,Flavia Zamfirache, "Influence of Missing Values Handling 

onClassification Rules Evolved from Medical Data",8th Industrial Conference on Data Mining ICDM  ,pp-86-

95,2008. 

[13] Shijue Zheng,Shaojun Xiong,Yin Huang,Shixio Wu, “Using Methods of Association Rules Mining 

Optimizationin  in Web-Based Mobile-Learning System “ ,IEEE,pp.967-970,2008. 

[14] Peter P. Wakabi-Waiswa, Venanuis Baryamureeba and K.arukeshi, “Generalized Association Rule 

Mining Using Genetic Algorithms", 2008. 

[15] Fang Du,Nini Rao, Jianxiu Guo,Zuyong Yuan and Rui Wang," Mining Gene Network by Combined 

association Rules and Genetic Algorithm", IEEE,pp.581-584,2009. 

[16] "Siyamand Ayubi,Maybin K. Muyeba,Ahmad baraani,John Kaene , "An algorithm to mine general 

association rules from tabular data",Information Sciences Elsevier Volume 179, Issue 20, Pages 3520-

3539",2009 

[17] Yan Zhang and Jing Chen, “AVI:Based on the vertical and intersection operation of  the improved 

Apriori algorithm “ ,IEEE,pp.718-721,2010. 

[18] Soumadip  Ghosh, Sushanta Biswas,Debesree Sarkar,Partha Pratim Sarkar, "Mining Frequent Itemsets 

Using Genetic Algorithm ",International Journal of Artificial Intelligence & Applications (IJAIA), Vol.1, No.4, 

pp. 133-143,2011. 

[19] Victoria Pachon Alvarez, jacinto Mata Vazquez,"An evolutionary algorithm to discover quantitative 

association rules from huge databases without the need for an a priori discretization",Expert Systems with 

Applications Elsevier, Volume 39, Issue 1, January 2012, Pages 585-593,2011. 

[20] Indira K and kanmani S, "Performance analysis of genetic algorithm for mining association 

rules",International Journal of Computer Science Issues (IJCSI); Mahebourg Vol. 9, Iss. 2, pp. 368-376,2012. 

[21] K.Y. Fung, C.K. Kwong,K.W.M. Siu, K.M. Yu,"A multi-objective genetic algorithm approach to rule 

mining for affective product design",Expert Systems with Applications, Elsevier, Volume 39, Issue 8, 15 June 

2012, Pages 7411-7419,2012. 

[22] Amy H.L. Lim a, Chien-Sing Lee a, Murali Raman," Hybrid genetic algorithm and association rules for 

mining workflow best practices", Expert Systems with Applications, Elsevier , Vol. 39, pp. 10544–10551,2012. 

[23] Basheer Mohamad,  Al-Maqaleh, " Discovering Interesting Association Rules: A Multi-objective 

Genetic Algorithm Approach", International Journal of Applied Information Systems, Vol. 5, No.3, pp.47-

52,2013. 

[24] Dong Gyu Lee, Kwang Sun Ryu, Mohamed Bashir, Jang-WhanBae, Keun Ho Ryu, " Discovering 

Medical Knowledge using Association Rule Mining in Young Adults with Acute Myocardial Infarction", 

Journal of Medical Systems, Springer, Vol.37,Issue 2,2013. 

[25] B. Minaei-Bidgoli, R. Barmaki, M. Nasiri," Mining numerical association rules via multi-objective 



A Comprehensive Review of Data Mining Rules Generation Algorithms 

 

5275 

genetic algorithms", Information Sciences, Elsevier,2013. 

[26] Tzung-Pei Hong a, Yeong-Chyi Lee b, Min-Thai Wuc, "An effective parallel approach for genetic-

fuzzy data mining", Expert Systems with Applications Elsevier,41 (2014) 655–662,2014. 

[27] Divya Bhugra,Vipul Singhania,Samiksha Goel, "Association Rule Analysis Using Biogeography Based 

Optimization",ICCCI,IEEE,2013. 

[28] Vahid Beiranv ,Mohamad Mobasher-Kashani , Azuraliza Abu Bakar ,""Multi-objective PSO algorithm 

for mining numerical association rules without a priori discretization"",Expert Systems with Applications 

Elsevier,  41 (2014) 4259–4273,2014. 

[29] José María Luna,José Raúl Romero,Cristóbal Romero,Sebastian Ventura, "Reducing gaps in 

quantitative association rules: A genetic programming  free parameter algorithm", Integrated Computer-Aided 

Engineering ACM,pp 321-337,2014. 

[30] Jitendra Agrawal,Shikha Agrawal , Ankita Singhai ,Sanjeev Sharma, “ SET-PSO-based approach for 

mining positive and negative association rules”, Knowl Inf Syst Springer, 45:453–47,2015. 

[31] Yunliang Chen,Fangyuan Li,Junqing Fan, “Mining association rules in big data with NGEP”, Cluster 

Comput Springer, 18:577–585,2015. 

[32] Youcef Djenouri, Marco Comuzzi, ”Combining Apriori heuristic and bio-inspired algorithms for 

solving the frequent itemsets mining problem”,  Information Sciences Elsevier,420 (2017) 1–15,2017. 

[33] Sobhan Sarkar,Ankit Lohani,Jhareswar Maiti, “Genetic Algorithm-Based Association Rule Mining 

Approach Towards Rule Generation of Occupational Accidents”, Computational Intelligence, Communications, 

and Business Analytics Chapter: 40,Springer,pp. 517–530,2017. 

[34] K.M. Mehedi Hasan Sonet, Md. Mustafizur Rahman, Pritom Mazumder, Abid Reza, Rashedur M 

Rahman, “Analyzing Patterns of Numerously Occurring Heart Diseases Using Association Rule Mining”,The 

Twelfth International Conference on Digital Information Management, IEEE, pp.38-45,2018 

[35] Susel Góngora Alonso1 & Isabel de la Torre-Díez & Sofiane Hamrioui & Miguel López-Coronado& 

Diego Calvo Barreno & Lola Morón Nozaleda & Manuel Franco(2018),""Mining diversified association rules 

in big datasets: A cluster/GPU/genetic approach"",Information Sciences ,Elsevier,459 (2018) 117–134 

[36] Youcef Djenouri a , b , Asma Belhadi c , Philippe Fournier-Viger d , Hamido Fujita e, “Data Mining 

Algorithms and Techniques in Mental Health: A Systematic Review”, Journal of Medical Systems, 

Springer,42:61,2018. 

[37] Feng Wen, Guo Zhang, Lingfeng Sun, Xingqiao Wang, Xiaowei Xu, “A Hybrid Temporal Association 

Rules Mining method for Traffic Congestion Prediction”, Computers & Industrial Engneering, Elsevier, Vol 

130. pp 779-787, 2019. 

[38] Li, W., Zhou, Q., Ren, J. and Spector, S., 2019. Data mining optimization model for financial 

management information system based on improved genetic algorithm. Information Systems and e-Business 

Management, pp.1-19. 

[39] Kuo, R.J., Gosumolo, M. and Zulvia, F.E., 2019. Multi-objective particle swarm optimization 

algorithm using adaptive archive grid for numerical association rule mining. Neural Computing and 

Applications, 31(8), pp.3559-3572. 

[40] Moslehi, F., Haeri, A. and Martínez-Álvarez, F., 2019. A novel hybrid GA–PSO framework for mining 

quantitative association rules. Soft Computing, pp.1-22. 

[41] Gupta, A., Jain, S. and Tiwari, A., 2019. Optimization and Improvement of association rule mining 

using genetic algorithm and fuzzy logic. Available at SSRN 3358761. 

[42] Wu, Z., Pan, S., Chen, F., Long, G., Zhang, C. and Philip, S.Y., 2020. A comprehensive survey on 

graph neural networks. IEEE Transactions on Neural Networks and Learning Systems. 

[43] Meera, S. and Sundar, C., 2020. A hybrid metaheuristic approach for efficient feature selection 

methods in big data. Journal of Ambient Intelligence and Humanized Computing, pp.1-9. 

[44] Moslehi, F. and Haeri, A., 2020. A novel hybrid wrapper–filter approach based on genetic algorithm, 

particle swarm optimization for feature subset selection. Journal of Ambient Intelligence and Humanized 

Computing, 11(3), pp.1105-1127. 

[45] Moayedi, H., Mehrabi, M., Bui, D.T., Pradhan, B. and Foong, L.K., 2020. Fuzzy-metaheuristic 

ensembles for spatial assessment of forest fire susceptibility. Journal of environmental management, 260, 

p.109867. 

[46]P. Kshirsagar and S. Akojwar, "Classification & Detection of Neurological Disorders using ICA & AR as 

Feature Extractor", Int. J. Ser. Eng. Sci. IJSES, vol. 1, no. 1, Jan. 2015. 

[47]P. Kshirsagar, S. Akojwar, Nidhi D. Bajaj , “A hybridised neural network and optimisation algorithms for 

prediction and classification of neurological disorders” International Journal of Biomedical Engineering and 

Technology ,vol. 28,Issue 4,Pp. 307-321,2018. 

[48]Kshirsagar, P.R., Akojwar, S.G., Dhanoriya, R, “ Classification of ECG-signals using artificial neural 

networks”, In: Proceedings of International Conference on Intelligent Technologies and Engineering Systems, 

Lecture Notes in Electrical Engineering, vol. 345. Springer, Cham (2014). 



Mrinalini Rana, Jimmy Singla 

5276 
 

[49]P. Kshirsagar and S. Akojwar, “Optimization of BPNN parameters using PSO for EEG signals,” 

ICCASP/ICMMD-2016. Advances in Intelligent Systems Research. Vol. 137, Pp. 385-394,2016  

[50]Pravin Kshirsagar, Nagaraj Balakrishnan & Arpit Deepak Yadav “Modelling of optimised neural network 

for classification and prediction of benchmark datasets”, Computer Methods in Biomechanics and Biomedical 

Engineering: Imaging & Visualization, 8:4, 426-435, DOI: 10.1080/21681163.2019.1711457,2020 

[51]Dr. Sudhir Akojwar, Pravin Kshirsagar, Vijetalaxmi Pai “Feature Extraction of EEG Signals using Wavelet 

and Principal Component analysis”, National Conference on Research Trends In Electronics, Computer Science 

& Information Technology and Doctoral Research Meet, Feb 21st & 22nd ,2014. 

[52]S. Akojwar and P. Kshirsagar, “A Novel Probabilistic-PSO Based Learning Algorithm for Optimization of 

Neural Networks for Benchmark Problems”, Wseas Transactions on Electronics, Vol. 7, pp. 79-84, 2016. 

[53]Sudhir G. Akojwar, Pravin R. Kshirsagar, “ Performance Evolution of Optimization Techniques for 

Mathematical Benchmark Functions”. International Journal of Computers, 1, 231-236,2016.. 

[54]H. Manoharan, et al., “Examining the effect of aquaculture using sensor-based technology with 

machine learning algorithm”, Aquaculture Research, 51 (11) (2020), pp. 4748 -4758. 

[55]S. Sundaramurthy, S. C and P. Kshirsagar, "Prediction and Classification of Rheumatoid Arthritis using 

Ensemble Machine Learning Approaches," 2020 International Conference on Decision Aid Sciences and 

Application (DASA), 2020, pp. 17-21, doi: 10.1109/DASA51403.2020.9317253. 

[56]P. R. Kshirsagar, H. Manoharan, F. Al-Turjman and K. Kumar, "DESIGN AND TESTING OF 

AUTOMATED SMOKE MONITORING SENSORS IN VEHICLES," in IEEE Sensors Journal, doi: 

10.1109/JSEN.2020.3044604. 

[57]   P. R. Kshirsagar and S. G. Akojwar, "Prediction of neurological disorders using optimized neural 

network," 2016  

 International Conference on Signal Processing, Communication,    Power and Embedded System (SCOPES), 

2016, pp.  

 1695-1699, doi: 10.1109/SCOPES.2016.7955731. 

 


