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Abstract – 

Data collection is critical in the detection of lower spine diseases. Data collected could be in the form of text or 

image form. In the proposed work data collection is primarily dependent upon image dataset. MRI image dataset 

collected by visiting different laboratories in Punjab(Pathankot) and through online medium. Dataset 

verification is accomplished using correlation analysis. Collected dataset contains anomalies and must be 

eliminated. The pre-processing mechanism involving edge detection and contrast stretching applied and its 

result is also demonstrated through this proposed work. Comparison of result by applying techniques like 

histogram equivalence and slicing with contrast stretching yield best possible result of contrast stretching. 

Dataset contains 5000 samples collected from different labs out of which only 3032 shows positive correlation 

and were retained for demonstrating lower spine detection.  

Keywords: data collection, correlation analysis, edge detection, contrasts stretching, histogram equivalence, 

slicing. 

 

1. Introduction 

Data collection is a primary phase associated with the development of expert system. This phase was performed 

by visiting different laboratories within Punjab (Pathankot) and from online valid sites like kaggle etc. . 

Authority for the collection of samples was taken from LPU (Lovely professional university, Punjab). All the 

images collected from the labs may not be usable. To detect the best possible images from the dataset that could 

yield high classification accuracy, correlation mechanism was applied.[1] Images were passed through the 

designed filter for feature extraction. Feature extraction was accomplished using PCA [2],[3]. Principal 

component analysis generates features that were stored within csv file. Correlation between the features and 

class was calculated. Images having positive correlation were retained and rest of the images yielding negative 

or 0 correlation was rejected.   

The contrast stretching mechanism was selected for pre-processing the image dataset [16] [17][18][19]. This 

was done due to best possible result originated from this mechanism as compared to histogram equivalence and 

slicing mechanism. Rest of the paper is organized as under. Section 2 gives the demonstration of collected 

dataset, section 3 gives the techniques used for pre-processing, section 4 gives PCA applied on dataset for 

feature extraction [20], section 5 gives the correlation analysis for retaining highest correlated images and last 

section gives the conclusion. 

2. Collected Dataset 

[5]Dataset collection was a physical in our approach. MRI dataset collected by visiting different labs within 

Punjab region. Total of 5000 images were collected. The size of dataset was sufficiently high to be used along 

with deep learning approaches. Figure 1 gives the sample of collected dataset. 

 
Sample 1 Images 
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Figure 1: Sample Dataset 

Sample dataset is partitioned into three different sets. In the first sample images MRI imaging is clear and pre-

processing mechanism does not have much effect[3][21]. But still accuracy of disease detection could improve. 

Second sample indicates the clear dataset indicating sample was created with superior machine. These sample 

are least affected with pre-processing. Third sample requires pre-processing since it was least clear. Without 

pre-processing, classification accuracy will be hampered especially in the third case.  

3. Pre-processing Techniques 

Pre-processing mechanisms is compulsory to avoid any errors in the prediction of disease. Within expert system, 

minimum user interference is desired. To tackle the issue of errors and to design pure expert system with 

minimum user interference, pre-processing mechanisms are required[6],[7]. Different pre-processing 

mechanism along with produced results are given as under 

• Histogram Equivalence  

This mechanism is widely used for pre-processing images. Intensity distribution within the image is adjusted to 

enhance the contrast using this mechanism. The main objective of this mechanism is to provide linear 

distribution to the cumulative distribution function associated with images [8][9]. The probability distribution 

function is represented as under 

𝑐𝑑𝑓(𝑥) = ∑ 𝑃(𝐾)

𝑥

𝐾=−∞

 

Equation 1: Probability density function 

Cdf indicates cumulative density function. P indicates the probabilities lies within the domain indicated with K. 

x indicates the total pixels present within the image. Following formula is implemented to get the contrast 

enhancement.  

𝑇𝑘 = (𝐿 − 1)𝐶𝑑𝑓(𝑥) 

Equation 2: Formula to get new probability distribution function 

L indicates the discrete intensity levels within the range [0,L]. The result will be stored within Tk . The result 

from the operation of histogram equalization is given in figure 2.  

 
Figure 2: Histogram Equalization for contrast enhancement 

As the histogram equalization is applied on the dataset, result obtained is given in figure 3.  

Before Histogram Equalization After Histogram Equalization 

 
Sample 2 Images 

 
Sample 3 Images 
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Figure 3: Contrast enhancement with histogram equalization 

• Slicing 

Slicing mechanism first of all crop the image and divide the image into critical and non-critical segments. Non 

critical segments are eliminated and critical segments are retained. Region of interest is compressed using this 

mechanism and hence pre-processing is performed much quickly as compared to other approaches[10]. Slicing 

is performed using the following equation 

𝑅𝑂𝐼 = ∑ 𝐾(𝑅)

𝑛

𝑅=1

 

Equation 3: Region of interest equation through slicing 

Here R is total number of regions obtained through slicing. K indicates the shrinked region from total area. All 

the regions extracted through the slicing-based mechanism remove the noise and enhance individual component 

of colour within the image. The result is better as compared to histogram equalization but size of the image is 

reduced and hence feature extraction phase could cause an issue.  

 Result obtained through this pre-processing mechanism is given as under: 

Before Slicing After Slicing 
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Figure 4: Pre-processing result for slicing 

• Contrast Stretching  

This is by far the best approach for pre-processing to simply enhance the image. The individual colour 

component is extracted and enhanced by the fixed margin[3]. Thus, contrast is uniformly distributed throughout 

the image[11][12][21] and the image intensity range is expanded. The Aim of contrast stretching is to process 

the images so that the dynamic range of the image will be very high to make the different details present  in the  

image  clearly visible. The contrast enhancement through this mechanism is given as under 

𝑅 = 𝑅 ∗ 2 

𝐺 = 𝐺 ∗ 2 

𝐵 = 𝐵 ∗ 2 

Equation 4: Contrast stretching equation 

Here R,G and B indicates Red, Green and Blue components of an image. ‘2’ is a threshold factor by which 

contrast is enhanced. This approach clearly produces better results as compared to other two approaches. The 

abnormalities are clearly identified using this approach. 

The result obtained using the contrast stretching is given as under 

 

 

Before Contrast 

Enhancement 

After Contrast Enhancement  

  
 

  
 

 

 

 
 

Figure 5:  Contrast Enhancement 

4. Feature Extraction 

Feature extraction is critical phase that will be used to identify the images that are important for result 

generation. The feature extraction used in this approach is principal component analysis[13], [14]. PCA 

approach first of all identifies the critical features from the image and then these features are stored within csv 

file. This is effective approach in dimensionality reduction of dataset for quick segmentation and classification. 

Overall approach is given as under 
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 PCA (Feature Extraction) 

• Standardize the range of initial variables so that they contribute equally to the analysis 

• Calculate covariance matrix  

{

𝐶𝑜𝑣(𝑥, 𝑥) 𝐶𝑜𝑣(𝑥, 𝑦) 𝐶𝑜𝑣(𝑥, 𝑧)

𝐶𝑜𝑣(𝑦, 𝑥)𝐶𝑜𝑣(𝑦, 𝑦), 𝐶𝑜𝑣(𝑦, 𝑧)

𝐶𝑜𝑣(𝑧, 𝑥)𝐶𝑜𝑣(𝑧, 𝑦) 𝐶𝑜𝑣(𝑧, 𝑧)

 

• Compute Eigen vector and Eigen values 

• Retain the values having highest variance values. This means that highest relationship attributes are 

retained. 

 

 

 

 

 

The result obtained using PCA with histogram equalization, slicing and contrast stretching is given in the 

following table 

Table 1: Features extracted using PCA 

Approach Features Extracted 

Histogram 

Equalization 

with PCA 

52 

Contrast 

Stretching 

69 

Slicing 41 

 

Features extracted using contrast stretching is maximum and hence optimal. After extracting the features next 

step is to validate the features for selecting appropriate images for segmentation and classification.  

 

5. Correlation Analysis 

This is the final step in dataset validation. Correlation analysis is conducted and attributes contributing 

maximum to selected are retained[15]. Correlation analysis yielding positive values for images are retained and 

other images are rejected. Table 2 gives the correlation analysis result. Correlation analysis is conducted using 

following equation.  

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑
(𝑥 − 𝑚𝑒𝑎𝑛(𝑥))(𝑦 − 𝑚𝑒𝑎𝑛(𝑦))

√∑((𝑥 − 𝑚𝑒𝑎𝑛(𝑥))
2

(𝑦 − 𝑚𝑒𝑎𝑛(𝑦)2)

 

Equation 5: Correlation Analysis 

 

Table 2: Correlation Analysis 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusion 

This paper presents mechanism to validate the dataset collected physically by visiting different labs. Total 

dataset images are close to 5000. The entire process of dataset acquisition is divided into phases. In the first 

phase, collected dataset passed through the pre-processing mechanism to enhance the contrast associated with 

the images. After enhancing the contrast, comparison of result in terms of contrast enhancement is made. 

Contrast stretching produced best possible result. After this step, second step is to extract features through 

PCA. With contrast stretching, PCA extract maximum possible features. Correlation analysis is the last phase 

Total Images-5000 

Number of images 

having Positive 

correlation 

3032 

Images having negative 

correlation 

1968 

Retained images 3032 

Maximum Correlation 0.99 

Minimum Correlation  -0.98 
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that indicates the images that are to be retained for the final expert system. The proposed mechanism of dataset 

validation is effective and gives best possible images that can be used for training and testing an expert system 

for detecting lower spine diseases. 
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