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Abstract 

Android malware classification and assigning the appropriate android malware family is challenging. 

Traditional static analysis methods can easily be misguided by malware, and dynamic analysis consumes more 

space and time. This research proposed a fuzzy-based android malware family classification using multiple 

aspects of the DEX file. The considered aspects are Permissions of Android application, Image obtained from 

DEX file sectional features, Dalvik Opcode, and Bytecode of corresponding DEX file. The feature vectors 

acquired from these multiple aspects are fuzzified using a triangular fuzzifier. The obtained fuzzy sets are 

classified using an FPT classifier and clustered using Fuzzy C-means. FPT and FCM are combined according to 

the views, and a Decision Tree model is obtained for classifying the Android malware family. The final model 

produces an accuracy of up to 95.75%. 

Keywords: Android malware; Fuzzy pattern tree; Fuzzy C-means; Family classification; Ensemble Learning; 

Dalvik opcode 

 

1. Introduction 

The android operating system evolved based on the Linux open-source kernel. Most of the smartphone and 

IoT devices are based on the android operating system. The extensive usage of the android operating system 

prepares a market for android application development and distribution. These android applications are 

distributed with the help of android application stores such as Google Play, Amazon App store, Xiaomi 

marketplace, etc. These are the official marketplace, but there are unofficial marketplaces for accessing and 

installing the android application. Some applications are also distributed directly. Official marketplace provides 

security tools for scanning and analyzing the maliciousness of published applications on their platforms like 

Google play store offers “Google Play Protect.” Applications installed directly from a third-party store, or direct 

source may act as malicious applications and harm the user. If the authenticity of the application is not 

confirmed, then the publisher of the fake application may also steal revenue that is entitled to the original 

developer. For the quick check of maliciousness of application, the user can apply to the platform like 

[VirusTotal, 2021], and [Koodous, 2021]. 

According to AV-TEST android malware statistics, as of March 2020, 10.5 million android malware get 

detected in 2019, and new Android malware samples are growing at the rate of 482,579 per month. This data 

shows that the android operating system is one of the most attractive targets for android malware developers. 

This malware consists of various variants of the same android family. Android malware is produced via the 
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piggybacking of the legitimate application with the repackaging of the malicious code. Hence, classifying the 

android malware based on their family is essential. 

In the present scenario, the classification of android malware is based on static, dynamic, or hybrid methods. 

Android application package (APK) static features like permissions, registered receivers, execution code 

[Schmidt, et al., 2009], etc., are used to classify the android malware in traditional static methods. “DroidMoss” 

proposed in [Zhou, Zhou, Jiang, & Ning, 2012] calculates the fuzzy hash of bytecode after decomposing the 

DEX file of APK. Based on the calculated fuzzy hash, it is determined that the application is repackaged or not, 

android application maliciousness gets detected. In this API, calls are mainly considered for improving the 

efficacy of the system.  [Jung, et al., 2018] taken the API as a feature set for classifying the samples using 

machine learning.  [Ma, Ge, Liu, Zhao, & Ma, 2019] enhanced the android malware detection by adding 

frequency and characteristics based sequence of API calls. These methods have great accuracy for determining 

the maliciousness of android applications but are highly affected by confusion and reinforcement. Techniques in 

[Zarni Aung, 2013;Utku, Dogru, & Akcayol, 2018;Mahindru & Singh, 2017] consider android permission as a 

feature for detecting maliciousness. These are not affected by confusion and reinforcement, but accuracy is not 

achieved due to minor variations in permissions for the android application.  [Martı́n, Hernández, Muñoz, & 

Guzmán, 2018] used multiple static features to improve accuracy.  [Sahs & Khan, 2012] combined control flow 

diagram and [Zhu, et al., 2018] added sensitive API with permission feature. In general, static features may 

classify android malware but have limitations in order to achieve accuracy. 

For overcoming the limitation of static analysis, dynamic analysis methods are proposed.  [Bhatia & 

Kaushal, 2017] uses the system runtime API calls as a feature vector for classifying android malware.  (Shabtai, 

Kanonov, Elovici, Glezer, & Weiss, 2012) proposed android malware classification framework “Andromaly.” 

This framework monitor runtime features and events and uses machine learning algorithms for classification. 

For effectively detecting android malware, this framework needs sufficient time to collect events and runtime 

features. In [Touili & others, 2017;Fan, et al., 2017;Fan, et al., 2018] API call graph and frequent sub-graph are 

extracted and used as features for classification of android malware.  [Arshad, et al., 2018] proposed a hybrid 

method by integrating the static and dynamic characteristics of android malware—the proposed method, 

‘‘SAMADroid’’, consists of a three-layer detection model. The hybrid method effectively introduces the 

shortcoming of static and dynamic methods like a waste of space and time. 

In recent years, image processing methodologies are being widely applied to detect and classify Android 

malware. Android application is converted in the form of images, and images are used to classify the android 

malware samples. File visualization technique for visualization of features is used because Android application 

is a packaged file, and all the logical data is stored in DEX file (classes.dex). This technique does not need to 

reverse engineer the DEX file for code analysis concerning other visualization techniques. The code analysis 

includes the knowledge about classes, variables, functions, API calls, etc.  This method also can efficiently 

handle the large volume of Android malware samples. 

The majority of the ML-based solutions are biased towards specific features (static, dynamic, and hybrid). 

The chances of failure increase when android malware mutates itself according to components involved in the 

target defense system. Therefore AI system based on multiple aspects is an optimal alternative for the android 

malware classification. The proposed method benefits the features generated on numerous aspects like 

permission, Dalvik opcode, Bytecode, and transformed images. These views are then used to create 

corresponding fuzzy (loosely defined) views. These fuzzy views are ensemble using the supervised Fuzzy 

Pattern tree (FPT) classifier and unsupervised Fuzzy C-means Clustering with Decision Tree Classifier. The 

proposed work achieves the accuracy of 95.7% for the classification of the Android malware family.  The 

significant contribution in this research are: 

• Multiple Views generations that are Permission View, Image View, Dalvik Opcode Frequency View, 

Dalvik Opcode TF-IDF View, Bytecode View, Bytecode TF-IDF View, from the Android APK file. 

• Android DEX executable transformation into images based on its sectional structure. 

• Transformation of crisp views to fuzzy views and train the FPT and FCM based models. 

• Ensemble the FPT and FCM output dataset and training a Decision Tree for Android Malware 

Classification 

The paper is organized as follows. First, this paper reviews the related work in Section 2. Then, in Section 3, 

the proposed methodology is discussed with all of its internals, including View Generation, Fuzzification of 

views, FPT classifier, FCM clustering of views, Ensemble both FPT and FCM, and Decision Tree Classifier. 

Next, in section 4, obtained results are analyzed to present a systematic comparison between single-view and 
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multi-view-based android malware classifiers with a discussion on the proposed approach. Finally, In Section 5, 

this paper concludes and illustrates the path for future research in android malware classification. 

2. Related Work 

[Liu, Du, Lei, & Liu, 2020] implemented the two-stage fuzzy strategy to classify the android malware 

family, which has polymorphic variants. They used regular expressions for identifying the callbacks to 

determine the behavior of Android malware. For classification 1-NN classifier and distance between the regular 

expression is considered.  [Altaher & BaRukab, 2017] classified the android malware by an adaptive neuro-

fuzzy inference system (ANFIS) with FCM. They generate the optimal number of clusters using FCM, which is 

used to develop an ANFIS classifier. The maximum achieved accuracy was 91% with considering their 

permission as a feature vector. 

 [Fang, Gao, Jing, & Zhang, 2020] transformed the DEX file into images based on their sectional structure 

and extract the texture, color moment, and string-based features for predicting the android malware family. The 

authors utilized the multiple kernel learning SVM algorithm for classification.  [Arefkhani & Soryani, 2015] 

transformed the executables of various platforms to a grayscale image rather than extracting and analyzing the 

texture features. Different hash values Average Hash (AHash), Perception Hash (PHash), and Difference Hash 

(DHash) of the image were deliberated in the form of features. Neural networks(NN) are applied for 

classification malware. The proposed method deals with a high volume of malware samples but suffered from 

poor accuracy due to the loss of information in a grayscale image.  [Fu, Xue, Wang, Liu, & Shan, 2018] 

transformed PE files into RGB images according to PE files structural architecture. These RGB images are fed 

to extract texture features via the GLCM algorithm and color features. Among various classification algorithms, 

Random forest (RF) exhibits 97.4% classification accuracy. Although the PE file structure and the APK file 

structure are quite different, this method cannot be implemented directly for classifying the Android malware 

family. 

 [Haddadpajouh, Azmoodeh, Dehghantanha, & Parizi, 2020] proposed the fuzzy consensus clustering-based 

model for attributing the Advanced Persistent Threat (APT). The authors generate multiple views based on the 

static and dynamic features, which are further merged and used to train a decision tree model. The achieved 

accuracy for attributing the APT group is 95.2%.  [Dovom, et al., 2019] utilized the fuzzy pattern tree classifier 

for the classification of IoT malware.  They used the opcodes as the feature vector to classify the android 

malware. 

 [Fan, et al., 2018] methodology Faldroid is based on constructing a frequent subgraph based on the Dalvik 

opcode sequence, which represents the typical behavior of android malware. The implemented method has 

experimented with 8407 malware with 36 families, and 94.2% is the maximum accuracy. 

 [Mercaldo & Saracino, 2018] presents an android malware classification based on fuzzy classification 

algorithms. Authors classified the 5000 android malware samples taken from the Drebin dataset in the classes as 

Botnet, Rootkit, SMS Trojan, Spyware, Installer, and Ransomware.  The considered fuzzy classification 

algorithms are NN, OWANN, VQNN, FURIA, FuzzyRoughNN, FuzzyOwnershipNN, DiscernibilityClassifier, 

MultiObjectiveEvolutionaryClassifier. 

3. Proposed Methodology 

In the previous work, the authors did their research to find malicious behavior of android applications based 

on permissions, Dalvik opcodes, transformed images, DEX file’s hashes, their Dalvik code flow graph and even 

used Fuzzy logic for classification. 

The proposed methodology considers the multiple aspects of Android malware samples to generate feature 

vectors. These aspects are termed as views and are used to train FPT and FCM models individually. The 

developed fuzzy classifier model and clustering models are ensembles, and a novel feature vector is generated, 

which is further used to train the Decision Tree classifier to classify the android malware family. Figure 1 

depicts the overall methodology in which firstly DEX file is extracted from the provided android APK, which is 

fed into the view generation module. The view generation module generates the six views based on multiple 

aspects: permission, transformed image, Dalvik opcode (frequency and tf-idf), and bytecode (frequency and tf-

idf). Each view is used to train an FPT classifier and Clustered using the FCM model, and their results are 

combined and used as a feature vector to train the Decision Tree Classifier to classify the android malware 

family. 
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Figure 1 Overall Methodology for Classifying Android Malware Family 

3.1 View Generation 

3.1.1 Permission View 

Android permission-based framework is developed to restrict unwanted applications to access critical 

information like SMS, call logs, and other vital and sensitive data stored on the device. Android malware gets 

these permissions by tricking a user into incorporating attack vectors. A dictionary of permissions is created for 

generating permission view, which contains the unique permission set within all android malware datasets used 

in this research. Each android malware is transformed to a vector-based on its permission list present in its 

manifest file. Dimension of the permission view vector is equal to the length of the dictionary and generated 

using equation 1. 

𝐏𝐞𝐫𝐦𝐚𝐩𝐤 = {𝐱𝐢 = 𝟏𝐢𝐟𝐃𝐩𝐞𝐫[𝑖] ∈ 𝑆𝑎𝑚𝑝𝑙𝑒𝐴𝑃𝐾𝑝𝑒𝑟}             (1) 

3.1.2 Image View 

Android applications are compressed into APK files which are used for distribution. APK files are ZIP files 

such as JAR files which use Java libraries. APK file contains app code in the form of DEX file format, native 

libraries, resource files, configuration files, digital signatures, etc. Header, Index, and Data portion are the three 

portions of the DEX file. Figure 2 depicts snap of 010 Editor (hex editor) for representing the sections of DEX 

file. Basic information of the DEX file is present in the header section with the Index and offset values of other 

sections. The index portion of the DEX file consists size and offset of string index, proto Index, type index, 

method index, and field Index sections. The data portion consists size and offset of class definition sections and 

data sections. Therefore, in combining all these three portions, the DEX file is divided into eight sections. 



Android Malware Family Classification using Ensembling of Fpt and Fcm with Decision Tree 

10139 

 

Figure 2 DEX file sections 

For the transformation of the DEX file to RGB image size, entropy, bytecode, and proportions of sections are 

mapped to the size, red color channel, green color channel, and blue color channel of RGB image. 

Transformation and visualization are divided into five steps: Parsing of DEX file, Matrix Creation, 

Computation, Merging and Conversion. 

DEX file Parsing: All eight sections of DEX file is parsed according to the DEX header as shown in Figure 

2. 

Matrix Creation: Each section of the DEX file is read byte and transformed into a byte matrix 

corresponding to each section. For deciding the width of matrix [Fang, Gao, Jing, & Zhang, 2020] proposed 

determining criteria according to DEX file size. 

Computation: Calculation of the entropy matrix and the proportion matrix is done with the help of the 

bytecode matrix. Every section has a single value of entropy and proportion; hence these values remain the same 

for every section. 

Entropy computation: The entropy represents the stability of the byte sequence. Therefore, the entropy of 

each section is calculated by using the equation 2. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ [𝑝(𝑐𝑖)log2 𝑝(𝑐𝑖)]
255

𝑖=0
                           (2) 

Where ci = frequency of byte i, 

p(ci) = probability of frequency of byte i,  

The value of p(ci )\log2 p(ci) is defined as 0 if the number of bytes is 0. Since range of entropy lie between [0, 

8] and pixel value lie between [0, 255] hence entropy value was extended non-linearly. Value of R channel is 

calculated as shown in equation 3. 

𝑅 = (𝐸𝑛𝑡𝑟𝑜𝑝𝑦2mod8) × 255/8                                                  (3) 

Proportion Computation:  Every section of the DEX file has a different size because every section has 

many methods, variables, and classes. Therefore, the proportion of each section may vary. The Blue channel of 

RGB images is mapped with the proportion of each section. Equation 4 depicts the calculation formula for the 

proportion. 

𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 = (𝑆𝑒𝑐𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒)/(𝐹𝑖𝑙𝑒𝑆𝑖𝑧𝑒)                                    (4) 

The range of proportion is [0, 1]; hence it gets mapped with a range of pixel [0, 255] according to the 

equation 5. 

𝐵 = 𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 × 255                                                                   (5) 

 Merging and Conversion:  After computation of R channel as entropy, G channel as byte code matrix, and 

B channel as proportion matrix is merged and RGB tuple matrix is obtained. This RGB tuple matrix is finally 

converted into the RGB image. Figure 3 illustrates the overall steps of transformation, and the GIST algorithm 

for feature extraction is applied as:   
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Step 1: Gabor filter bank shown in expression 6 is utilized to filter the grayscale Image.  A Gaussian 

envelope modulates a sinusoidal plane with fixed direction and frequency in Gabor function with 2-D mode. 

Gabor filters are selective in terms of direction and frequency. Multiple groups of Gabor filters can be 

constructed by modifying the direction and frequency parameter.   

𝑔𝑝𝑞(𝑥, 𝑦) = 𝑎(−𝑝)𝑔(𝑥′, 𝑦′)(𝑎 > 1)

𝑥′ = 𝑎(−𝑝)(𝑥cos 𝜃 + 𝑦sin 𝜃)

𝑦′ = 𝑎(−𝑝)(−𝑥cos 𝜃 + 𝑦sin 𝜃)

𝜃 = 𝑞𝜋/(𝑞 + 1)

                                                        (6) 

where 𝜃 = direction of filter 

𝑎(−𝑝) = scaling factor of wavelet expansion, a=(Uh/Ul)(1/(p-1) Uh and Ul are the lower and upper value of 

interest of frequencies. 

Gabor filter bank shown in expression 6 is used for generating the f number of Gabor filters by modifying 

the value of p and q. So the number of the filter is f = p×q. During this research, p=4 and q=6 are considered, 

and a total of 32 Gabor kernels are generated for filtering the obtained grayscale image. 

Step 2: A Gabor filter bank with f filter channels is used to convolute the gray image f(x, y) to obtain the f 

number of the filtered image. A grid of size nb × nb is obtained from the filtered image. The mean value of grids 

is considered as a feature vector. Hence a vector of length f × nb × nb is obtained as a feature vector. During this 

research, the considered size of the grid is 4 × 4, and a total of the 512-dimensional feature vector as image view 

is generated. 

 

Figure 3 DEX to RGB transformation 

  3.1.3 Dalvik Opcode frequency View 

Android APK file consists of a DEX file executable in Android Runtime Environment (ART). Dalvik 

opcodes are the intermediate opcodes that get executed in ART. These opcodes are responsible for achieving the 

objective of the Android Application. To consider it as a feature vector, firstly, a dictionary of Dalvik opcode is 

created. The dictionary is the unique Dalvik opcodes that are present in the complete dataset. The resulted 

dictionary is used as feature columns in the Dalvik opcode view. 

Frequency view is the vector representation of the count of each opcode that is present in the dictionary in 

the respective Android Malware Sample. The vectorization of this view is done according to equation 7. 

𝑂𝑝𝑐𝑜𝑑𝑒𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑎𝑝𝑘 = {𝑥𝑖 = (𝑂𝑝𝑐𝑜𝑑𝑒𝑐𝑜𝑢𝑛𝑡𝑎𝑝𝑘[𝑖]/|𝑆𝑎𝑚𝑝𝑙𝑒𝐴𝑃𝐾𝑜𝑝|)}                 (7) 

  3.1.4 Dalvik Opcode TF-IDF View 

TF-IDF value of a Dalvik opcode represents its relevance among all the datasets. Every DEX file is 

vectorized according to equation 8 to generate this view. Again the length of the resulted feature vector is equal 

to the length of the Dalvik opcode dictionary. 
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𝑂𝑝𝑐𝑜𝑑𝑒𝑇𝐹𝐼𝐷𝐹 = 𝑡𝑓 × 𝑖𝑑𝑓
𝑡𝑓 = 𝑂𝑝𝑐𝑜𝑑𝑒𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑎𝑝𝑘

𝑖𝑑𝑓 = log[|𝑇𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝐴𝑃𝐾|/|𝑆𝑎𝑚𝑝𝑙𝑒𝐴𝑃𝐾𝑜𝑝 ∈ 𝑆𝑎𝑚𝑝𝑙𝑒𝐴𝑃𝐾|]
                              (8) 

3.1.5 Bytecode frequency and TF-IDF View 

Since all the DEX is the sequence of bytecode hence the frequency and tf-idf views are generated similar to 

Dalvik opcode views. For this view, all possible Bytecode values are considered a dictionary of bytecode 

(Dict_ByteCode = 0,1,2 ……, 255). Hence the length of each vector is 256 in Bytecode view. 

3.2 Fuzzification 

Fuzzy logic represent the partial logic of truth or vagueness of reasoning. It takes the knowledge or data in a 

very similar way that our brain takes in. The transformation crisp values for the fuzzy inference engine (fuzzy 

set) is called fuzzification. Fuzzification is the assignment of membership function, which can represent the 

linguistic notion of a crisp set. 

All the generated views represent the crisp value which must be fuzzified before implementing any fuzzy 

logic algorithm for classification and clustering.  [Abbasbandy & Hajjari, 2009] proposed triangular and 

trapezoidal membership function µ(x) for fuzzifying the dataset. Some other membership functions are 

Gaussian, Generalized bell, and Sigmoid membership function. 

In this research triangular fuzzifier is used to generate the fuzzy membership value µ(x).The definition of 

µ(x) is shown in equation 9 and depicted in Figure 4. In equation 9, a is the lower limit, b is the upper limit and 

c is the actual value. The considered value of a is 𝑚𝑖𝑛(𝐹)– [𝑚𝑎𝑥(𝐹)–𝑚𝑖𝑛(𝐹)]2, b is min(F) and c is max(F) 

where F refers the corresponding Fuzzy Set. 

𝜇(𝑥) = {

0 if 𝑥 ≤ 𝑎
[(𝑥 − 𝑎)/(𝑏 − 𝑎)] if 𝑎 ≤ 𝑥 ≤ 𝑏

[(𝑐 − 𝑥)/(𝑐 − 𝑏)] if 𝑏 ≤ 𝑥 ≤ 𝑐
0 if 𝑥 ≥ 𝑐

                                                                (9) 

 

Figure 4 Degree of Membership 

3.3 Fuzzy Pattern Tree Classifier 

FPT [Senge & Hüllermeier, 2010] is a fuzzy-based classification algorithm introduced recently. This 

research considers the bottom-up approach for learning. It is a hierarchal tree-like structure whose inner nodes 

are associated with fuzzy-based logical and arithmetic operators. The most commonly used fuzzy operators in 

constructions of FPT are t-norms, t-conorms, weighted average (WA), and ordered weighted average (OWA)  

[Klement, Mesiar, & Pap, 2002;Schweizer & Sklar, 2011;Yager, 1988]. Input to the tree is provided at the leaf 

node. An instance of an FPT model is depicted in Figure 5. An FPT model is the collection of pattern trees, and 

each pattern tree is associated with a specific class. For classification, test data is given to the FPT model, and 

the highest score resulting pattern tree represents the predicted class. 
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Figure 5 An instance of FPT model 

Dataset 𝑋(𝑥1, 𝑥2, 𝑥3… . , 𝑥𝑖) corresponding to each view is the input for algorithm 1. Initially, three sets of 

basic partition tree PT, C0 candidate tree, and M* FPT model are initialized. PT is the collection of primitive 

fuzzy pattern trees Fij where i represents the feature vector, and j refers to the corresponding class. A candidate 

pattern tree C0 is initialized based on the root mean square error(RMSE) as a loss function. C0 is the collection 

of N best trees among the PT, i.e., C0 is a subset of PT. M* contains the N best trees of C0 as the initial FPT 

model, which get tuned and improved as the final FPT model. Now iteratively, each pattern tree from M* is 

taken and optimized with fuzzy operator and trees from PT as mentioned in algorithm 2. This research considers 

the maximum iteration as five, and in every iteration loss function, RMSE is used to optimize M*. Finally, the 

M* model is used to predict the confidence value corresponding to each class. 

Algorithm 1 Fuzzy Pattern Tree Classifier 

1. 𝑷𝑻 = {𝑭𝒊,𝒋|∀𝒊

∈ 𝒊𝒏𝒑𝒖𝒕𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝒔, 𝒂𝒏𝒅∀𝒋 ∈ 𝒄𝒍𝒂𝒔𝒔𝒆𝒔} 
2. 𝑺 = 𝑷𝑻 

3. 𝑪𝟎

= 𝒂𝒓𝒈𝒎𝒊𝒏𝑭∈𝑷𝑻
𝑵𝑩 [ ∑ 𝑹𝑴𝑺𝑬(𝒚, 𝑭(𝒙))

(𝒙,𝒚)∈𝑻

] 

4. 𝑴∗ = 𝒂𝒓𝒈𝒎𝒊𝒏[𝒆𝒓𝒓𝒐𝒓(𝑪𝟎)] 
5. 𝒕𝒎𝒂𝒙 = 𝟓 

6. 𝒕 = 𝟎 

7. 𝑴𝒂𝒙𝒊𝒎𝒖𝒎𝑫𝒆𝒑𝒕𝒉 = 𝟏𝟎 

8. while(𝒕 ≤ 𝒕𝒎𝒂𝒙) 

9.      𝒕 = 𝒕 + 𝟏 

10.     𝑪𝒕 = 𝑪𝒕+𝟏 

11.     forall 𝑳 ∈ 𝒍𝒆𝒂𝒇𝒔(𝑴∗) 
12.         if(𝑫𝒆𝒑𝒕𝒉(𝑳) ≤ 𝑴𝒂𝒙𝒊𝒎𝒖𝒎𝑫𝒆𝒑𝒕𝒉) 

13.             forall 𝝍 ∈ 𝑭𝒖𝒛𝒛𝒚𝑶𝒑𝒆𝒓𝒂𝒕𝒐𝒓𝒔 

14.                 forall 𝒑 ∈ 𝑷𝑻 

15.                     𝑪𝒕 = 𝑪𝒕−𝟏 ∪
𝒓𝒆𝒑𝒍𝒂𝒄𝒆𝒍𝒆𝒂𝒇(𝑴∗, 𝑳, 𝝍, 𝒑) 

16.                 endfor 

17.            endfor 

18.         endif 

19.     endfor 
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20. 𝑴∗

= 𝒂𝒓𝒈𝒎𝒊𝒏𝑭∈𝑪𝒕
𝒏 [ ∑ 𝑹𝑴𝑺𝑬(𝒚, 𝑭(𝒙))

(𝒙,𝒚)∈𝑻

] 

21. end while 

22. return 𝑴∗ 

 

3.4 Fuzzy C-means Clustering 

There are mainly two types of clustering: Hard Clustering and Soft Clustering. In hard clustering, each data 

point belongs to a particular fixed cluster number. In soft clustering, instead of defining a specific cluster 

number, a probability is defined for each data point regarding each cluster number. 

To generate fuzzy clusters, this research implements the Fuzzy C-means Clustering [Pal & Bezdek, 1995]. 

The technique is mentioned in algorithm 2. In FCM, C refers to the maximum cluster number, which is taken 

200, and fuzziness parameter m is taken 1.75. The training set of each view is clustered, and a trained partition 

matrix U is returned corresponding to each view. Since each row refers to the probability distribution of data 

points, the sum of each row of the partition matrix should always be one. 

Algorithm 2 Fuzzy C Means Clustering 

1

. 

𝑪 = 𝟐𝟎𝟎 

2

. 

𝒎 = 𝟏. 𝟕𝟓 

3

. 

𝑼∗ = [𝒖𝒊𝒋]𝒎𝒂𝒕𝒓𝒊𝒙,𝑼𝟎 

4

. 

𝒌 = 𝟎 

5

. 

repeat 

6

. 𝑪(𝒌) = [∑𝒖𝒊𝒋
𝒎𝒙𝒊

𝑵

𝒊=𝟏

/∑𝒖𝒊𝒋
𝒎

𝑵

𝒊=𝟏

] 

7

. 𝑼(𝒌+𝟏) = [∑(𝒙𝒊 − 𝒄𝒋/𝒙𝒊 − 𝒄𝒌)
𝟐/𝒎−𝟏

𝒄

𝒌=𝟏

]−𝟏 

8

. 
until |𝑼(𝒌+𝟏)| − |𝑼(𝒌)| ≤

𝑺𝒕𝒐𝒑𝒑𝒊𝒏𝒈𝑪𝒓𝒊𝒕𝒆𝒓𝒊𝒂 

9

. 

return 𝑼 

 

 

3.5 Ensemble FPT and FCM vectors with Decision Tree 

The trained models of FPT and FCM are used to generate a new dataset on each view. The dataset of each 

view is fitted on FPT and FCM models for producing the new dataset as mentioned in algorithm 3. Now the 

aggregated dataset X is combined with the corresponding class Y. Here Y represents the actual class of the 

android malware family. 

This module of the proposed methodology is the final decision maker on the aggregated dataset of FPT and 

FCM models.  [X, Y] the new aggregated dataset is used to train a decision tree model that decides the Android 

malware family class. The optimal depth of the decision tree is considered ten during the research, which is 

obtained by the GridCVSearch method. 

Algorithm 3 Ensemble FPT and FCM Models 
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1

. 

𝑿𝑭𝑷𝑻 = 𝑭𝑷𝑻𝒗𝒊𝒆𝒘(𝑿𝒗𝒊𝒆𝒘) 

2

. 

𝑿𝑭𝑪𝑴 = 𝑭𝑪𝑴𝒗𝒊𝒆𝒘(𝑿𝒗𝒊𝒆𝒘) 

3

. 

𝑼∗ = [𝒖𝒊𝒋]𝒎𝒂𝒕𝒓𝒊𝒙,𝑼𝟎 

4

. 

return 𝑿 

4. Results and Discussion 

4.1 Dataset 

The samples utilized in this research are based on the RmvDroid Android malware dataset.  [Wang, Si, Li, & 

Guo, 2019] collects the android applications of Google play in 4 years and then uses Virus Total to label the 

application. They also observe the removal of the application from the play store to label the application. 

This dataset contains 9,133 android malware samples that belong to 56 families. These samples are randomly 

chosen from the dataset and used to generate the respective views. After analyzing the dataset, it may confer that 

it contains the imbalance number of malware samples in their families. Hence for getting the effective results, 

11 families and 150 samples per family are taken as shown in Table 1. 

S No. Family name Sample Count 

1. AIRPUSH 2872 

2. MECOR 993 

3. PLANKTON 8022 

4. ADWO 690 

5. YOUMI 597 

6. GAPPUSIN 441 

7. MOBIDASH 344 

8. VISER 291 

9. DOWGIN 279 

10. LEADBOLT 179 

11. KUGUO 168 

Table 1 Android Malware Family Dataset 

4.2 Performance Evaluation 

The discussed methodology is used to classify the Android malware families. The dataset of RmvDroid is 

fed into the framework, and the following six different feature vector is generated based the multiple views. 

These views are based on permission, image, Dalvik opcode, and DEX bytecode. Every single view is firstly 

used to train, and Fuzzy based FPT classifier. There are six different FPT classifiers based on each view. 

Similarly, these views are clustered based on the soft clustering technique Fuzzy C-means. The clustering 

algorithm considers the number of clusters c=200 and fuzziness parameter m=1.75. A partition matrix based on 

each view is generated as a result. These FPT and FCM models are aggregated and fed into a Decision Tree with 

its actual class, which yields a trained model with an accuracy of 95.75\%. 

The performance of machine learning algorithms is evaluated based on four core metrics True Positive (TP), 

True Negative (TN), False Positive (FP), and False Negative (FN).  Based on these metrics, precision, recall, 

and F1 Score is calculated to assess the proposed methodology. The confusion matrix visualizes the 

performance of any machine learning algorithm. The predicted class is represented by the row of the confusion 

matrix and the actual class by column. The accuracy of the trained model for each Android malware family is 

depicted through diagonal cells. 
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View F1 Score Accuracy Precision Recall 

Permission View 0.748592 0.690205 0.690205 0.921700 

Image View 0.443169 0.492027 0.492027 0.445675 

Count_Opcode 

View 

0.602364 0.665148 0.665148 0.628156 

TF-IDF_Opcode 

View 

0.708458 0.724374 0.724374 0.737401 

Count_Bytecode 

View 

0.429397 0.448747 0.448747 0.508666 

TF-IDF_Bytecode 

View 

0.517084 0.517084 0.4779082 0.51708 

Combined View 0.957495 0.957554 0.957764 0.957554 

Table 2 Performance Metrics 

The performance metrics of every single view are represented in Table 2 and compared with the performance 

metrics of the combined view. The results obtained based on a single view need a significant improvement to 

classify the android malware family. In order to achieve this improvement, when these views are aggregated, 

then the performance metrics improved significantly. Combined view F1 Score is achieved up to 95.74%. 

Figure 6 represents the confusion matrix of the integrated view. Finally, it can be justified that classifying the 

android malware family based on multiple views and combining fuzzy logic algorithms for decision trees yield 

classification accuracy up to 95.74\%. The consideration of multiple aspects ensures that any single view cannot 

perform, balanced by the other views. 

 

Figure 6 Confusion Matrix on Combined View 

4.3 Discussion 

This section discusses the methodology adopted in this paper with similar work done for the Android 

malware family classification.  [Fang, Gao, Jing, & Zhang, 2020] methodology is based on computer vision 

domain. The authors transformed the DEX file into images and applied an SVM multi-kernel for the 

classification of Android malware classes.  [Haddadpajouh, Azmoodeh, Dehghantanha, & Parizi, 2020] 
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mechanism is based on multiple views for attributing the Advanced persistent threat payloads and achieved 

accuracy is 95.2\% on five APT groups.  [Dovom, et al., 2019] utilizes FPT for classifying IoT malware as 0/1 

classification.  [Mercaldo & Saracino, 2018] done android malware classification based on fuzzy classification 

algorithms into the following classes: Botnet, Rootkit, SMS Trojan, Spyware, Installer, and Ransomware. The 

proposed methodology uses the concept of ensemble learning and implements it on Android Malware Family 

classification. The methodology in this research is based on multiple views of Android applications, which 

includes permission, image, Dalvik Opcode, and Bytecode. These views adopt ensemble learning of fuzzy-based 

classification and clustering algorithms to generate the input for the Decision Tree. 

5. Conclusion and Future Work 

Android malware family classification is one of the most demanding tasks in the android malware threat 

domain. This research is done based on multiple aspects of an Android application which is termed as view. The 

views considered for attaining the classification problems are permission, image representation of DEX file, 

underlying Dalvik opcodes, and bytecode of the DEX file. These multiple views are vectorized and fuzzified 

using triangular fuzzification. The fuzzified vectors are used to train the FPT classifier and soft-clustered using 

the FCM algorithm. Finally, the FPT and FCM vectors are combined, and a decision tree model is used to final 

classification of android malware families. From the future point, the views considered during this research are 

based on static analysis, but also these views may be based on dynamic analysis. 
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