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Abstract

It is observed that music possesses human mood regulation ability. Establishing congruence between music and
mood uplift is an important domain of study for facilitating emotional elevation. The work implements a novel
speech and text emotion recognition based music player for mood uplift. The study takes into consideration five
important human emotions namely Happy, Sad, Angry, Fear and Bored. The novelty is introduced in the
implementation of music player due to its ability to recognize emotions through speech and text inputs provided
by the user. Emotion recognition through speech is based on identification of pitch and amplitude of the speech
and later subjecting it to algorithmic technique of Probabilistic Neural Network (PNN). Text input is processed
using Support Vector Machine (SVM) algorithm for analysing emotions in the text. The working database
consists of about 100 songs per emotion in Hindi Language. The most widely used scales to measure mood,
Positive and Negative Affect Schedule (PANAS) mood scale has been employed to design the database of
around 500 Hindi Songs. Result reveals accuracy around 95.76% of the music player for recognizing human
emotion based on speech and text and playing the songs accordingly for mood uplift. On comparison with other
algorithms, it is statistically revealed that the proposed model outperforms the other existing techniques used for
speech and text emotion recognition.

Keywords: speech emotion recognition, text emotion recognition, probabilistic neural network, support vector
machine, positive and negative affect schedule mood scale

1. Introduction

Music has a high impact on people's brain activity. People listen to music based on their mood and interests.
Music has become a part of human life as it plays a key role in expressing feelings.

In the recent years, there has been a tremendous increase of computerized music libraries. An ever increasing
number of individuals these days have increased simple access to computerized melodic substance while being
out and about, or in their homes through their advanced mobile phones, tablets, savvy TVs, and so on.
Administrations like Spotify, Pandora or Lastfm, offer an abundance of music content that clients can peruse
and arrange dependent on their sort, ethnicity, time, feeling, and so on. It is in this way there is an enormous
need to create computerized frameworks that will help look, compose, and sort music content and related
information.

Availability of online music libraries has expanded approaches for selecting the songs and has also made it
complex as user might get confused or lost in the large dataset. In the presented work an attempt is made to
categorize Hindi popular music area under specific moods.

Segregation of songs and generation of an appropriate playlist based on an individual’s emotional features is
a very tedious and time consuming task. Emotion recognition is the process of identifying human emotion. The
human emotions — Happy, Sad, Angry, Fear and Bored - can be recognized through analysis of Visual/facial

10158



Implementation of Novel Music Player Based on Speech and Text Emotion Recognition for Mood
Uplift

expressions, Speech or Text inputs. Here the use of speech and text for emotion recognition is proposed and
presented.

The task of speech emotion recognition is very challenging for the reasons like variety of sentences, different
speakers, various speaking styles, and speaking rates (Basharirad and Mohammadreza, 2017; TamuleviCius et
al., 2020). Another challenging issue is the cultural differences in how a certain emotion is expressed by a
speaker. There are mainly two types of speech emotion recognition: a) Speaker Dependent, wherein energy and
pitch are used as features for emotion recognition and b) Speaker Independent, in which the focus is on “what
was said” regardless “who said it” (Deshmukh and Devulapalli, 2020).

Detection of human emotions in text is becoming increasingly important for various applications. Text
emotion recognition can be treated as content-based classification, involving concepts of natural language
processing and machine learning. Recognizing and analysing emotion from text is very challenging task
involving various steps.

In the present work a novel speech and text emotion recognition based music player that will assist for mood
uplift is proposed. The paper outline consists of Section 2 discusses literature survey of music player based on
emotion recognition; Section 3 elaborates motivation. Section 4 elaborates proposed system on mood enhancing
music player using speech emotion recognition and text emotion recognition; It also consists of database
creation of songs using PANAS scale that will uplift the mood. Section 5 highlights the implementation of
proposed system; Section 6 discusses on results and analysis. Section 7 describes conclusion and future scope.

2. Literature survey

Emotion recognition is mainly divided into various aspects such as face emotion recognition, speech emotion
recognition and text emotion recognition. Music player using face emotion recognition is implemented by
various people. In this work a new implementation of music player using speech emotion recognition and text
emotion recognition is demonstrated.

A music player is implemented by (Kabani H, et al., 2015) - for emotion recognition they had used face
emotion recognition system. Emotion based music player is implemented by (Hemanth P, et al., 2018) — here
again for emotion recognition they had used face emotion recognition system. The emotions can be recognized
using Support Vector Machine (SVM) algorithm of machine learning. Eye, eyebrow and lip features of face
emotion recognition is used by (Ghule V, et al.,, 2017). Neural network is also now used for emotion
recognition. Real-time extraction of facial expressions as well as extracting audio features from songs to classify
into a specific emotion that will generate a playlist was implemented in EMOSIC - a mobile application
developed by (Nathan, et al., 2017). Facial expression based music player is implemented by (Vijay Chakole, et
al., 2018). Implementation of music player based on face emotion recognition is implemented by (Mistry, et al.,
2017) — here input is directly extracted from the human face employing a camera. A music player based on
facial expression is proposed by (Prof. Jayshree Jha, et al., 2015). This proposed model uses Viola-Jones
algorithm. SVM classifier is used for feature extraction and classification. An effective music player which is
integrated on user’s mood is implemented by (Rohit Kadam, et al., 2018). Human expressions are extracted by
facial features using inbuilt camera and plays song according to the user’s mood. A mood based music system is
implemented by (A.S.Mali, et al., 2018). The emotions are interpreted from facial expressions using webcam.
CNN classifier is used to build a neural network model.

3. Motivation

As it is highlighted that most work done on emotion recognition is using face/facial expressions (Nathan, et
al., 2017; Prof. Jayshree Jha, et al., 2015) there are no instances where speech and text emotion recognized
music player are implemented. Also, existing methods for automating the playlist generation process are
computationally slow, less accurate and sometimes even require use of additional hardware like EEG or sensors.
There are some systems which require manual selection of current emotion from list of predefined emotions.

The motivation for the proposed work is to - correctly identify user’s emotion by using speech emotion
recognition & text emotion recognition and play song according to the emotion of user. Here the mood is
uplifted by playing motivational songs.

4. Proposed system

Proposed system is a music player which uplifts mood based on speech emotion and text emotion
recognition. This system plays music as per predicted emotion. Input from user is accepted in the form of speech
or text and processed using speech emotion and text emotion recognition. The Figure. 1 shows the proposed
system architecture.
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Figure 1. Proposed system architecture.

The mood uplifting technique is used for enhancing mood. In mood uplifting technique, motivational songs
are used to change feeling/mood of a person from sad/bored to happy. Motivational songs to change mood is
based on songs mapped to elevate the mood are used. Here, 5 emotions - happy, sad, angry, fear and bored are
considered. In this system, the mood of person is uplifted from sad to happy, bored to excited, angry to calm and
fear to strong. A database of songs has been created based on the empirical method of classification by studying

the nature of songs and what people listen to for several emotions.

Speech emotion recognition

Speech emotion recognition is the act of attempting to recognize human emotion. This is based on the fact
that voice generally reflects underlying emotion through pitch and frequency.

A python model is built to recognize emotion from speech by means of the librosa and sklearn libraries and
the EMO_DB dataset. This dataset is having various actors each speaking a number of sentences for several

emotions.

The Figure. 2 highlights the zcr (zero crossing rate), rolloff, spec_bw(spectral bandwidth), spec_cent(spectral

centroid), chroma_stft(Short time fourier transform) features that are extracted from recorded audio file.

Date Time| chroma_stft  spec_cent|spec_bw rolloff| zer
24-06-2000 2130  |0LA8G079763 1432 903265 1675909102 2643949355 (0072844448
250620 11118 |L6A18368 870 3331573 1525811363 1845 SROBOZ |IJ.1.D4L5
25062000 11119 (0637715974 0319113867 1566702291 1985 871116 |l]_l]243.5124
25-06-2010 1119 (060057748 991 6159332 1615385619 2130 187814 |IJ_IIE3334864
25062000 1120 (0566136153 1093573087 1610111196 2187 001781 |lll:&9423l]52
25-06-2010 11220 (06301243 1000632319 1572 7018 2058 417354 |IJ_M41.1.1.4
25-06-HG0 1121 |L38652443 1332 667424 1741 313033 2478 956533 Iu.msessm
25-06-2010 1150 (0717211182 6FLF715199 1296960531 1327 989108 |l]_014723374
25-06-HG0 1333  |OL7IS1892 76 5571003013 166732705 1022 179159 |D.D].15642
28-13-3000 1759 (088677657 2586 710663 2358 971064 50325 460815 |llll]3‘$66123
28-13-HG0 18:14 |0LB8B13B145 4515910305 T3 A6BI52 8561632161 |IJ.IJ'314~BD5B
20-13-3000 1208 (089039351 2500158004 23541 385086 07080109 |IJ_IIBB:666083
29-13-HG0 1714 |08MA5313 4502 039201 T 006975 8549 37476 |D_lBﬂ467‘3|94
20-13-H10 1240 |087%8371 45341 306008 T 0BFI83 8552 BEBGSZ |l].3]21.1.[l]]3
29-17-H10 1244 |0L875903 4991 ZBA079 3091 738434 8752 698771 |l]_3933?‘331-3
20-13-H10 1250 |08711997 4684 216308 2196 481801 BO36 758433 |l]_252‘3.n41.
05-01-2001 1759 |0.5330015 2330303169 297 171782 4376 38181 |l]_1277624[5
05-01-HF1 1654  |DLSESA36 TG 1937 776228 1506055878 3551 333618 |IJ.142?63491
05-01-2001 1655 |(0L>B161H6 1970.098995 1565998352 3597 B3P355 |l]_135357392
05-01-2F1 1656 |0LA8SZR003 210226069 B3 35222 4765 D6B56S |D_14440465\9

Figure 2. Features extracted from sound file.

The model is then trained and tested. From the input dataset or the input speech the noise removal pre-
processing is initially done. The number of features are extracted and using the Probabilistic Neural Network
algorithm the emotion is predicted. The Figure. 3 shows the flowchart for training and testing with PNN as

classifier.
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Figure 3. Speech emotion recognition flowchart.

Probabilistic neural network

Probabilistic neural network (Specht, 1990; Mao et al., 2000) is a feedforward neural network widely used in
classification problems. PNN is used since the recognition is a difficult task when single emotion conveys
multiple information. PNN has faster training ability with continuous class probability density functions. It
provides better classification even with reduced feature set. Result shows remarkable classification accuracy for

these classes of emotions.

When an input is given, the input layer computes the distance from the input vector to the training input
vectors. This produces a vector where its elements indicate how close the input is to the training input. The
pattern layer sums the contribution for each class of inputs and produces its net output as a vector of
probabilities. Finally, a compete transfer function on the output of the second layer picks the maximum of these
probabilities and produces a 1 (positive identification) for targeted class and a 0 (negative identification) for

non-targeted classes as highlighted in Figure. 4.
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Figure 4. PNN classifier.
Se€{AB, C,D,E}
F=PANnBNCNDNE)=0 ideally
G=P(ANBNCNDNE)<0.01 practically
H=P(AUBUCUDUE)
H=P)+PB)+PC)+PMD)+PE)-G

E
P(K)=ZP(n¢K)—G
n=A

where K-A,B,C,D, E
A — feature set of Happy
B — feature set of Sad

C — feature set of Anger
D — feature set of Bored

E — feature set of Fear
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Text emotion recognition

A python model is built to recognize emotion from text by means of sklearn libraries. Databases used are
lexicon dictionary & BBC database.

The model is then trained and tested. From the input dataset or the input text the stop words pre-processing is
initially done. The number of features are extracted and using the Support vector machine (SVM) algorithm the
emotion is predicted. The Figure. 5 shows the flowchart for training and testing with SVM as classifier.
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Figure 5. Text emotion recognition flowchart.

For text emotion recognition (Calefato et al., 2017; Shivhare and Khethawat, 2012; Chopade, 2015), support
vector machine algorithm is used with Bag of Words (BOW) (Soumya and Shibily, 2014).

Step 1: Import the data
Step 2: Pre-processing the data
Remove non-alphabetic characters - remove unwanted characters such as numbers and punctuation marks.

Remove the stop words - stop words in text classification are words that doesn't have any impact on deciding
the class of the text. For example, words like the, we, a, will, and etc.

Word tokenization - this tokenizer will tokenize the text and create a list of words.
Stemming - stemming is the process of finding the base word.

Step 3: Feature extraction

Step 4: Use a model for classification and find accuracy

Support vector machines

A Support Vector Machine (SVM) is used for text emotion recognition (Batoul and Nishith, 2020; Sarkar et
al., 2015; Basu et al., 2003; Joachims, 1998). A type of supervised machine learning classification algorithm is
used. SVM differs from the other classification algorithms in the way that it chooses the decision boundary that
maximizes the distance from the nearest data points of all the classes. The SVM finds the most optimal decision
boundary.

The most optimal decision boundary is the one which has maximum margin from the nearest points of all the
classes. The nearest points from the decision boundary that maximize the distance between the decision
boundary and the points are called support vectors as seen in Figure. 6.

Multiple Decision Boundaries  Decision Boundary with Support Vectors

Figure 6. SVM classifier.
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The formula of linear kernel is as below:
k(x,xi)=sum(x*xi)

From the above formula, we can see that the product between two vectors say x&xi is the sum of the
multiplication of each pair of input values.

Creation of songs database

A database of Hindi songs for selected emotions is created. The database consists of 100 songs per emotion.
Since, music is unquestionably important in shaping moods, the database is created using mood uplifting
technique. If the user is sad/ bored, then instead of playing sad/boring songs, the music player will play
randomly selected motivational music, which will motivate the user and assist in changing his’/her mood. For
creation of songs database around 700 Hindi songs are selected randomly from various music libraries. These
songs are divided based on selected emotions as — Happy, Sad, Angry, Fear, Bored.

In order to determine that the other users also feel the same emations while listening to the selected songs;
The Positive and Negative Affect Schedule (PANAS) (Watson et al., 1988; Crawford and Julie, 2004) is used
for songs database creation. A questionnaire was shared with around 100 participants along with the songs
database. PANAS is one of the most widely used scales to measure mood or emaotion.

PANAS questionnaire shared consisted of a 5-point Likert scale in order to record the response from
participants - 1. Very Slightly or Not at All, 2. A Little, 3. Moderately, 4. Quite a Bit, 5. Extremely

The Figure. 7 highlights the PANAS questionnaire. The participants were requested to indicate the extent
they felt the selected 5 emotions while listening to the song. The questionnaire also captures that fact whether
the participant felt mood change from sad—happy, angry—-calm, fear—strong, bored—excited emotion. The
participants were requested to share their feedback, if their mood is uplifted.

PANAS QUESTIONNAIRE Did you feel better by listening this song? SAD — HAPPY
Indicate the extert you Very
feel while listening the  |slightly or|A little| Moderately (Quite a bit| Extremely
music not atall
1 2 3 4 5
[sonG | 1 T
{Positive and Negelive Affect Scheduls [PANAS) Did you feel calm by listening this song? ANGRY — CALM
Indicate the extent you Very v
PANAS |feel beiow emations | slightly or |A little| Moderately | Quite a bit Indicate the exteriyou | Very i -
[while listening the music| not at all feel while listening the |slightly or|A little| Moderately |Quite a bit| Extremely
7. 1 2 3 4 | 5 USIic not atall
1 Happy I | [ 5 1 2 3 4 5
2 Sad ! || | |
:: -';'E.’)‘ 4 Did you feel stronger by listening this song? FEAR — STRONG
ear
5 |Bored [ i | [ | |indicate the extent you Very
. feel while listening the  [slightly or| A little| Moderately | Quite a bit| Extremely
four Score on PANAS music notatall
Positive 5
[Negatve ] | L 2 3 4 5
Did you feel enthusiastic by listening this song? BORED — EXCITED
Indicate the extert you Very
feel while istening the  |slightly or|A little| Moderately | Quite a bit| Extremely
music not atall
1 2 3 4 5

Figure 7. PANAS questionnaire.
5. Implementation

In this section the implementation of a novel speech and text emotion recognition based music player for
mood uplift is discussed.

The Figure. 8 shows the welcome screen; registration; login and select input mode of the music player which
is based on python.
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Figure 8. Implementation screen.

The purpose of the registration is to prevent unintended login and usage. The registration is one time

Once in the music player, there are 3 input modes available for user —

Voice input — speech emotion recognition

Text input — text emotion recognition

Voice & text input — combination of speech and text emotion recognition

activity. Once the registration is successfully done; with the login tab and credentials the music player is started.

The Figure. 9 shows the voice; text; voice + text input page. For the voice input, the pitch of voice is shown

along with predicted emotion.

VOICE INPUT

Smart Playlist Generation based on Speaker Independent
Speech Emotion Recognition using Machine Learning Techniques

TEXT INPUT

Smart Playlist Generation based on Speaker Independent
Speech Emotion Recognition using Machine Learning Techniques

S &)

VOICE + TEXT INPUT

Smart Playlist Generation based on Speaker Independent
Speech Emotion Recognition using Machine Leaming Techniques

Figure 9. Input mode page.
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6. Results and discussion

In this section the implementation of a novel speech and text emotion recognition based music player for
mood uplift is discussed.

Music player accuracy

The music player with voice input shows overall accuracy of average 94.56%. The voice input is based on
PNN classifier. The Figure. 10 shows the confusion matrix for speech; text; speech + text emotion recognition.
The music player with text input shows overall accuracy of average 91.28%. The text input is based on SVM
classifier. In speech + text method, above both approaches of speech and text emotion recognition are
combined. It shows improved accuracy of average 95.76%.

VOICE INPUT

Accuracy

94.56%

Precision

0.95

Recall

0.95

F-score

0.95

VOIGE + TEXT INPUT

Accuracy

95.76%

Precision

0.96

TEXT INPUT

Recall

0.96

F-score

0.96

Accuracy

91.28%

Precision

0.91

Recall

0.91

F-score

0.91

Figure 10. Confusion matrix.
The Fig. 11 highlights the emotion based accuracy of the music player.

with voice input - The accuracy for happy emotion is 96%, for sad emotion is 92%, for angry emotion is
94%, for fear emotion is 95%, and bored emotion is 96%.

with text input - The accuracy for happy emotion is 94%, for sad emotion is 89%, for angry emotion is 91%,
for fear emotion is 90%, for bored emotion is 93%.

with voice + text input - The accuracy for happy emotion is 96%, for sad emotion is 95%, for angry emotion
is 95%, for fear emotion is 95%, for bored emotion is 97%.

92% = Happy

89% -
4 VOICE + TEXT INPUT

TEXT INPUT

Figure 11. Emotion based accuracy.
Feedback of mood upliftment

The Figure. 12 shows the feedback from 250 participants whether their mood uplifted after listening the
song. 84% of the participants reported they felt better by listening the song.
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Did you feel better after listening the song

YES NO MAYBE

Figure 12. Mood upliftment feedback.
Comparison with existing system

The Figure. 13 shows the feedback from 250 participants whether their mood uplifted after listening the
song. 84% of the participants reported they felt better by listening the song.

94565 95,76

" B9.50
81 ) 8157
, I 75 74,45 I 76.50 I 76.31 I I

Figure 13. Comparison of proposed system with existing systems.
Uniqueness of proposed work

The results show remarkable classification accuracy for the selected classes of emotions. The proposed
system helps in uplifting the user’s mood. The system provides multiple input options such as — voice, text and
voice + text; thereby even assisting people who are unable to speak. A database of Hindi songs consisting of 100
songs per emotion that are selected is now available at request.

7. Conclusion and future scope

In this paper, an implementation of a novel speech and text emotion recognition based music player for
mood upliftment is presented. The output of the system is a song played based on the emotion predicted from
either speech or text or both. With the input as voice PNN classifier is employed for emotion prediction. The
overall accuracy reported in this case is around 94.56%. With the input as text SVM classifier is employed for
emotion prediction. The overall accuracy reported in this case is around 91.28%. With the input as voice and
text both approaches are combined for emotion prediction. The overall accuracy reported in this case is around
95.76%. Mood uplifting technique is used for enhancing mood. A person’s mood is changed from sad to happy,
bored to excited, angry to calm and fear to strong.

For future work, the segregated songs can be exported to a cloud database which then can be made available
for users to download based on request. Also, the proposed system can be further developed to predict more
emotions..
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