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ABSTRACT 

In computing, Handwritten Text Recognition refers to the ability and method of a computer to 

recognise and understand legible handwriting acquired from a variety of sources, including 

photos, scanned documents, and other sources. Machine learning techniques like handwritten 

text recognition are used to create patterns. To achieve pattern realisation, input or objects are 

organised or categorised into a small number of groups or categories from a vast number of 

possible options.Historically, handwriting identification methods depended on handmade 

characteristics and a significant quantity of preexisting knowledge.  

 

Training an Handwritten Text Recognition system utilising the standard methods and a varied 

collection of rules and criteria is a difficult job. Numerous research on handwriting recognition 

have been conducted in recent years, with a special focus on deep learning methods that have 

produced breakthrough results. Despite this, the increasing amount of handwritten data and the 

new strides in computing power are very much need  to increase the actual accuracy achieved 

in properly recognising written text, which necessitates further study. Consonant with the fact 

that convolutional neural networks (CONVNETs) algorithms are extremely efficient at 

extracting structure from images, they are also extremely capable of identifying handwritten 

textual characters/words in ways that facilitate automatic recognition of unique characteristics. 

As a result, CONVNETs algorithms are the most appropriate method for addressing 

handwritten text recognition challenges. 

 

This technique will be used to recognise text in a number of different forms. Handwriting has 

developed into a more sophisticated art form, as shown by the existence of a wide variety of 

handwritten textual characters, including numbers, characters, scripts, and symbols, in both 

English and other languages. 
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INTRODUCTION 

A Handwritten Text Recognition system is primarily concerned with feature extraction and 

feature discrimination/classification (based on patterns).  Handwritten Text Recognition is a 

much-needed technique today. Prior to the effective application of this technology, we 

depended on handwriting texts, which is prone to mistake. Physical data is notoriously 

inefficient to store and access. To keep the data organized properly, manual effort is needed. 

Throughout history, significant data loss has occurred because of conventional data storage 

methods. Modern technology enables individuals to store data on computers, which facilitates 

data storage, organization, and access. 

 

It is much simpler to save and retrieve data that was previously stored using Handwritten Text 

Recognition software. Additionally, it strengthens the data's security. Google Lens is an 

example of such software for handwritten text recognition. Our project's objective is to develop 

a deep learning-based application capable of recognizing handwriting. We believe that by 

addressing our issue via the lens of CONVNET, we may get a higher degree of accuracy. 

 

OBJECTIVE: 

 

Handwritten Textual Identification is a subset of pattern identification and is denoted by the 

phrase "textual recognition." In pattern recognition, the goal is to organise or categorise data 

or objects into one of a wide number of groups or categories, which may then be used to make 

decisions. Handwriting As described by the scientific community, textual recognition is the 

process of converting a spatially marked expression/language to its symbolic equivalent. 

Scripts are made up of a collection of symbols known as characters or letters, which are 

organised according to a set of fundamental forms. 

 

The objective of handwriting is to accurately recognize input letters or images, which are 

subsequently evaluated by a variety of automatic process systems. The method used to 

recognize various types of writing is quite similar. Handwriting has advanced in sophistication, 

as shown by the presence of many types of handwritten characters, including digits, numerals, 

cursive script, symbolic expressions, and characters in English and alternate languages. 

Mechanized identification of handwritten text could be utmost beneficial in a variety of 

applications that require humongous quantities of handwritten data to be processed, in the likes 

of addresses and postcode recognition on envelopes, amount interpretation on banking 

instruments,analysis of various documents, and signature verification. Thus, a machine must 

be capable of reading documents or data to facilitate document processing. 

 

CONVNET image classifications analyses and categorises an input image (E.g., Alligator, Cat 

Family, Tiger, Lion). The entering image is interpreted by the computer as a collection of 

pixels.. For example, each picture is comprised of a 8 x 8 x 3 matrix of RGB values (3 denotes 

RGB values) and a 8 x 8 x 1 matrix of image having grayscale values, here 3 and 1 denote the 

number of colour values required to represent each image pixel, respectively.  
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Below Mentioned layers are often seen in ConvNets: 

1. Convolution  

2. Striding  

3. non-Linearity  

4.Pooling Layer  

 
Fig 1: Architecture of Convolutional Neural Networks 

 

LITERATURE REVIEW: 

 

We chose the MNIST [1] dataset since it has been utilised in a number of important 

accomplishments. Even before the introduction of DL, handwritten text recognition was 

achievable, but the accuracies achieved were low, or the datasets were small, as Line Evil said 

[2]. This page covers the many uses of optical character recognition (OCR), including voice 

recognition and a variety of other tasks. Classification of the MNIST dataset, which consists 

of a collection of numbers, is a frequently encountered machine learning task. The paper "Best 

Practices for Convolutional Neural Networks Applied to Visual Document Analysis" by 

Simard, Steinkraus, and Platt is an excellent introduction on how to utilise convoluted neural 

networks (ConvNets). Pham et al. trained a bidirectional RNN incorporating LSTM cells for 

word recognition using a two-layer ConvNet [3]. 

 

Schmid and Graves Uber's approach, which uses a multidimensional RNN structure, is the best 

implementation, in our view. [4] M.J. Castro-'Handwritten Bleda's Text Recognition' also dealt 

with datasets including slanted words and corrected them during pre-processing. [5] Teddy 

Surya and Ahmad Fakhrur used the EMNIST dataset to build a Deep ANNmodel with two 

Encoding layers and one SoftMax layer for English handwriting recognition. Their accuracy 

was much higher than that of the previously proposed patterned and feedforward network 

artificial neural network ANN[6]. We achieved an accuracy of over 88.5 percent by using 

ConvNets from the Keras[8] toolbox. 

 

The ConvNet model has been extensively utilised in recent years to recognise handwritten 

digits from the MNIST benchmark collection. Certain studies have reported an accuracy of up 

to 95 or 96 percent for HDR [8]. An ensemble model was created by combining multiple 

ConvNet models. The recognition experiment utilised MNIST digits, and the accuracy was 

claimed to be 99.73 percent [9]. after, this "7-net committee" experiment was incorporated to 

a "35-net committee," resulting in a 99.77 percent recognition accuracy for the identical 
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MNIST dataset. Niu and Suen obtained an amazing 99.81 percent identification accuracy for 

the MNIST digit recognition experiment by combining the SVM's structural risk reduction 

capabilities with the ConvNet's deep information extraction capability [1].  

 

The bend directional feature maps for in-air recognition of handwritten Chinese characters 

were explored using ConvNet [9]. Alvear-Sandoval et al. recently published a paper describing 

how they got a 0.19 percent error rate (loss function) for MNIST by developing several 

ensembles of DL neural networks. But, it has been found that the MNIST dataset images' steep 

identification accuracy is only achieved via ensemble methods. While ensemble methods 

enhance classification accuracy, they entail increased testing complexity and computational 

cost in real-world applications. 

 

SYSTEM DESIGN 

 

Handwritten Text Recognition (HTR) systems, as shown in Figure 1, make use of scanned 

images of handwritten text. We will train a Neural Network (NN) using the word images from 

the IAM dataset. Since the input layer and the following hidden layers are often kept short for 

word images, neural network training on the GPU is preferred always and maybe TPUs. ATF 

is the very bare minimum need for HTR deployment. 

 

 
 

The recognition technique we are proposing is based on a ConvNets with an final layer that is 

feature-mapped. The model that we will develop will classify the input into ten categories using 

ConvNet while also classifying the a numeral. Similarly, when an character is classified, the 

same DL model assigns the character to one of twelve groups. The next subsections will discuss 

in detail the different phases of our proposed paradigm. 

 

 

 

 

 

Fig 2: Schematic representation of a suggested method for classifying handwritten 

characters 
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Process Models are assemblages of interrelated processes. Thus, the proposed model is a 

depiction of a process at the top level. Due to the fact that the proposed model resides at the 

top level, its instantiation is a process to watch out for. Due to the fact that the same process 

model is used to create multiple applications, it has numerous instantiations. Unlike to the 

process which is what really happens, the propsed model may be used to prescribe how things 

must/should/could be done. The proposed model is an educated guess as to how the process 

will manifest itself. That the process will include  and what will be determined during the 

system's actual development.The purpose of a proposed model is to: 

 

A. Detailed: 

1. Maintain a log of events that occur throughout a process. 

2. Put yourself in the shoes of an external observer who analyses how a process is carried out 

and determines what adjustments should be made to improve its effectiveness or efficiency. 

 

B. Normative: 

1. Specify the processes to be followed and the manner in which, might be carried out. 

2. Established rules, standards, and behavioural patterns that, when followed, will result in the 

process functioning well. They may range from rigidly enforcing the regulations to offering 

individualised guidance. 

 

C. Descriptive: 

1. Justify methods. 

2. Investigate and evaluate different possible paths of action using logical reasoning. 

3. Establish a clear link between processes and the model's required criteria. 

4. Specifies data extraction points in advance for reporting purposes. 

 

 
Fig 3: Break up of model 

1. Preparation of the Image 

Preprocessing of the image includes inversion, grayscale inversion, and image processing and 

especially thinning. 

 

     2. Classification 

Segmentation by using Image Processing techniques for images is done after preprocessing. 

This is done by following the instructions below: 

1. Remove any impediments 

2.Divide the text into rows to shorten it. 

3.Recategorize the rows (lines) according to their content. 
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4.Breaking the word into individual letters. 

 

3.  Feature Extraction 

Following character segmentation, we spawn binary glyphs and utilise the sum in each row and 

column value as a feature. 

 

4. Categorization 

We will train and test the ANN in this phase to find the right answer. 

 

Training the Model: 

• After splitting the IAM dataset into training and testing sets. 

• For Training set are using 7850 images. 

• For Validation are using 876 images. 

• we will load and utilise a portion of it. 

• To begin, we want to create a model architecture that incorporates ConvNets, RNNs, 

and other desirable layers, all of which will be implemented using Python's deep 

learning modules. 

• Then, we'll do any necessary pre-processing on the dataset like image inverting, Gray 

scale and image thinning. 

• The next section is segmentation, which includes removing the border, dividing the text 

toward individual rows, dividing the lines inputted into individual words, and 

segmenting the words into individual letters. 

 

1. Sample pre-process 
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2. Apply  ConvNet 

 
 

3. Apply RNN with LSTM 
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4. Apply TensorFlow GPU 

 
 

5. Setup Batch  

 
 

 

Model Verification: 

Due to the fact that the proposed models are trained in previous rounds won’t be verified and 

tested on fresh data, we will get a range of accuracies for each model and will then be able to 
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select the most accurate model. This method enables us to now finish the development and 

implementation of our HTR solution for end clients. 

 
 

System Architecture: 
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Fig 4: Diagram of the Modelling Process 

 

The suggested Model Architecture entails converting and processing the input and then 

developing it into the ConvNet, that is then fed in the layers of RNN network, which 

finalizes, then produces the output. 

 
Fig 5: Architecture used in  a Model 

 

SYSTEMS TESTING: 

 

Validation character error rate of saved model: 8.654728% 
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Test ID Test Case Title 
Test 

Condition 
System Behavior Expected Result 

T01 Line Image 1 
Text 

Recognition 

receptire of Vang Ving 

the pro- 

receptire of Vang 

Ving the pro- 

T02 Line Image 2 
Text 

Recognition 

communists fore base 

60 miles 

communists 

forward base 60 

miles 

T03 Line Image 4 
Text 

Recognition 

worth of Vientiane, bt 

this cief 

north of Vientiane, 

but this claim 

T04 Line Image 4 
Text 

Recognition 

Out he now feels, in 

view of a charyed 

international  

But he now feels, 

in view of a 

changed 

international  

T05 Line Image 5 
Text 

Recognition 

situation and especially 

in view of fresh 

problems facing 

situation and 

especially in view 

of fresh problems 

facing 

T06 Line Image 6 
Text 

Recognition 

he newaad independent 

countries of Africa, 

that the 

The new and 

independent 

countries of Africa, 

that the 

T07 Line Image 7 
Text 

Recognition 

time is riff to have 

more frequent 

cosullations between 

time is ripe to have 

more frequent 

consultations 

between 

T08 Line Image 8 
Text 

Recognition 

the encommitted 

countrile and every to 

work out common 

the uncommitted 

countries and even 

to work out 

common 

T09 Line Image 9 
Text 

Recognition 

fands an various 

problems fuciy those 

nations 

stands a various 

problems facing 

those nations 

T10 Line Image 10 
Text 

Recognition 

subjests, the congo and 

Aleria, are the main 

topios 

subjects, the Congo 

and Aleria, are the 

main topics 

 

 

 

Test Case: T01 
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Test Case: T02 
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CONCLUSION: 

 

Utilizing cutting-edge techniques, for example, ANN, to perform and learn DL about by virtue 
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of which it handle the simple tasks that are completed in the fraction of a second, for example, 

content recognition, is only beginning to reveal the potential of AI. There are an infinite number 

of possible results and applications for this invention. Conventional recognition techniques 

used to function similarly to a biometric mechanism. Photograph sensor technology (Image 

Sensors) was used to collect matching points for real-world features and then convert them to 

data sets of recognised types. In any event, due to the availability of cutting-edge technologies 

like as ConvNets, we can filter and understand words with unprecedented accuracy. 

 

We can get a high degree of accuracy when it comes to English content. With sufficient 

preparation and improvements, we could even align our model with the most stringent industry 

standards and preferences of Google and Amazon. 

 

FUTURE SCOPE: 

We could work on the model to make our model more diverse and expand its application to 

include other languages like Hindi, Marathi, and other regional languages we either need to 

find good quality datasets that are very well labelled and that could be used directly, or we need 

to devise a way to train our model without having labelled dataset. 

We could work on improving the efficiency and accuracy by training the model more on the 

dataset and by using some more Deep Learning Algorithms. 
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