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ABSTRACT 

As we see the growing social media transparency, where users want to express their opinions we also see a 

growing need of Sentiment analysis (SA) or Opinion mining. Sentiment Analysis is a process used to 

interpret user sentiments related to a specific topic. It is a field of study which is formed at the junction of 

Natural Language Processing (NLP), Machine learning (ML) and Information retrieval (IR). In this paper 

we will see various types of machine learning (ML) techniques that come under supervised learning. We 

will be discussing 3 techniques under the domain of Supervised ML, namely,  SVM, Naive Bayes and 

Maximum Entropy, which are studied and established to be the most accurate. We will see how supervised 

ML techniques can be applied in Image processing and Remote sensing as well. 

 

KEYWORDS: sentiment analysis, ML classifiers, Supervised ML algorithms, Image processing using 

Supervised ML, Remote Sensing using Supervised ML 

 

1. INTRODUCTION 

NLP is analyzing NL data and processing it with the help of ML algorithms [1]. Sentiment analysis is one 

of the sub discipline of NLP. SA or opinion mining is a process used to interpret the sentiments or attitude 

of the user giving the review. This large set of data collected of opinions, comments, reviews etc. is proven 

to be very useful for businesses to improve their products based on the sentiments, which in turn improves 

the sales [2]. 

There are 3 levels of categorization of SA namely Document level, Sentence level and Aspect level or 

Attribute level. Document level recognizes if the document expresses opinion (example: review, blogs) and 

if yes then what level of emotion (positive, negative or neutral). In Sentence level it recognizes if the 

sentence is opinionated and if yes which level of emotion does it carry (positive, negative or neutral). In the 

Attribute level the focus of opinion on one specific entity. A few challenges faced by SA are Subjectivity 

and Tone of the opinion, Irony and Sarcasm, Comparison, Defining neutral and so on. 

Mainly, SA are of two types, i.e., ML based approach and lexical based approach (LBA) [3]. 
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The process of sentiment analysis through which we can evaluate whether the given data in the text delivers 

a positive, negative or neutral opinion, this representation of sentiment in text or through emoticons by 

customers is useful in the field of business, product feedback. There are three types of approaches through 

which the sentiment analysis can be performed. They are: 

ML approach, Lexicon based approach and Hybrid method 

The types of learning methods used in Machine learning are semi supervised, supervised and unsupervised 

learning methods. The deep learning technique comprising of semi supervised and supervised learning 

gives rise to various types of neural networks like Convolutional Neural Network (CNN), Recursive Neural 

Network (RNN), Deep Neural Network (DNN), Recurrent Neural Network, Deep Belief Network (DBN) 

and Hybrid Neural Network (HNN). Using these Artificial Neural Network (NN) concepts a variety of 

Algorithms can be derived and implemented for Sentiment analysis [43]. Being a broad diversified learning 

method, supervised learning has a diversified contribution in various classifiers like deep learning 

technique, Decision Tree classifiers, linear classifiers, Rule - based classifiers, Probabilistic classifiers. The 

Support Vector Machines (SVM), that encounter the regression and classification difficulties, and the neural 

network are categorized under linear classifiers of supervised ML.  Naives Bayes, Bayesian Network and 

Maximum entropy are the styles of probabilistic classifiers.  

The LBA that comprises Dictionary based Approach and Corpus based Approach uses Statistical and 

Semantic algorithms in the analysis of social media based applications. 

In this paper we will be discussing the three algorithms that are found to be the most efficient algorithms 

that come under supervised ML techniques. 

Fig 1. Describes the basic classification of sentiment analysis algorithms using a simple informative chart. 

The main approaches that come under semantic analysis are ML approach and LBA, these 2 approaches 

when put together for more effectiveness make a hybrid approach. 

The Hybrid approach deals with the collaboration of two algorithms, one from ML and the other from LBA. 

For example we can take SVM and SVR models, NN and EKF [4] 
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Fig 1. Basic classification of sentiment analysis 

The above image is partly derived from [47] 

 

1.1 BASIC DEFINITIONS 

 

INTENT AND ENTITY  

The intent captures the basic meaning of the utterance by the user. There can be only one main intent; for 

example, “I need to book a flight from LA” The intent of this statement is to book a flight. 

An entity is used to give additional information about the intent. In the above statement the entity is ‘LA’. 

Having different entities does not change the intent of the user. Let us take another example “I want to buy 

a pink dress”. Here the clear intent is to buy and the entity is a pink dress. 

 

2. MACHINE LEARNING APPROACH  

ML approaches are advancing toward building algorithms that are more efficient and help the system 

process data. ML approaches are divided into 3 subtopics, supervised ML approach, weakly supervised ML 

approach and unsupervised ML approach. The ML approach treats the sentiment-classification problem as 

a topic-based text classification problem [5]. 
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2.1 UNSUPERVISED MACHINE LEARNING: 

 Also sometimes called class discovery [6]. Unsupervised machine learning uses Artificial Intelligence 

algorithms to interpret data points in certain data sets that are not classified and labeled. The algorithm sorts 

unsorted data based on similarities and differences. Data scientist prefer using supervised and unsupervised 

algorithms for more 

 
Fig 2. Unsupervised machine learning  

In the figure 2 we see that the butterfly objects are learned and distinguished from the colorful objects by 

interpreting and using efficient algorithms. 

 

2.2 WEAKLY SUPERVISED ML:  

Weakly supervised learning is a mixture of supervised and unsupervised learning where there is a large data 

that is unlabeled and a small set of data that is labelled. There are 3 types of weakly supervised learning 

techniques: 

a)  Incomplete supervision: here, only a subset of training data is given with labels 

b)  Inexact supervision: here, the training data are given with only rough estimated labels. 

c)  Inaccurate supervision: the given labels here are not always correct so therefore they might          have 

some errors due the inaccurate information [7]. 

 

2.3 SUPERVISED MACHINE LEARNING: 

Supervised machine learning techniques, also known as induction classification algorithms [8] have trained 

data sets assigned to it containing features and labels. Every set consists of examples and every example 

consists of possible input and expected outputs. Supervised ML is the most common approach since the 

goal is to make the machine learn the data we have fed [9].  

 
Fig 3. Supervised machine learning  
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From Fig 3. We can understand the importance of training data set and the role it plays in the showcasing 

the desired output 

 

2.4 CLASSIFICATION TECHNIQUES OF SUPERVISED MACHINE LEARNING  

According to researchers [10-11], there are multiple ways to classify supervised machine learning. Few 

techniques are linear classifiers, linear regression, Decision trees, neural networks, Bayesian network, 

Naive bayes, Maximum entropy, K means and so on 

 

 
Fig 4. Basic Supervised machine learning classification 

 

The above image is derived from [47] 

From the above classification in Fig 4. We observe supervised machine learning has 4 basic classifiers. 

There are more algorithms that are found to be under supervised machine learning but the above 

mentioned are specifically found to be most useful and accurate when it comes to working for sentiment 

evaluation. 

We will discuss only four of the most accurate supervised machine learning techniques: 

 

2.4.1 SVM (Support Vector Machines): They are known to be the most recent algorithms and are 

also the most accurate algorithms when it comes to speech classification [12-13]. 

SVM is known to be highly effective in traditional text classification techniques [14]. It also 

belongs to the linear classifiers. Linear classifiers group similar feature values.  

In SVM algorithm, data set is drawn on n dimensional space, n being the number of features. A 

hyperplane is drawn to separate two different classes. The SVM kernel is a function that helps 

separate the features when they can’t be separated by a linear hyperplane. The support vectors are 
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less in number in comparison to the entire data set, therefore making the algorithm good at 

execution time [2]. 

SVM framework consists of 4 stages: Dataset, Pre-processing, Classification and Results. 

1. Dataset: The input data is inserted into the WEKA (Waikato Environment for Knowledge 

Analysis) environment [15], which is a widely used java language based software used for 

various applications such as visualization, predictive modelling etc. it deals with the 

arrangement of appropriate data and its conversion to CSV/ARFF format to use in WEKA 

Workbench. 

2. Preprocessing: it deals with:  

Multi stop words: removal of multi stop words such as ‘A’, ‘the’, ‘is’, ‘of’ etc. may not 

be very useful to texts.  

Term Frequency-Inverse Document Frequency: which detects the frequency of used 

words. Identification of the frequency and the word might be useful in understanding the 

opinion in the text. 

Stemming: Is a very useful process, it removes the prefix and suffix from a word to 

extract the original word [16]. For example the word ‘starting’ is broken down to start, 

the ‘ing’ suffix is removed. 

3. Classification: Here, the input data (test data) is classified on the bases of the rules that are 

made using the training data which is pre classified. For classification, SVM using grid search 

can be used for more accurate results. Overfitting problems can also be solved using K-folds 

cross validation. 

4. Results with dataset: the below data about tweets on Apple, Google, Microsoft, Twitter is 

obtained from [17]. The average precision was found to be 0.745, average recall was 0.752 

and average F- measure was found to be 0.747. The precision, recall and F-measure can be 

found with the following formulae. 

 
Where TP - correctly classified sentences; FP- wrongly classified sentences. 

Detailed results for the data set are proposed by [18] [19] as in the following table 1 and figure 5 

 

TABLE 1. [18][19] 
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Graphically described data is shown as follows: 

 
Fig 5. Results of data set in TABLE 1. [18] 

 

Few advantages of SVM are that it is capable of handling large feature sets and is a sturdy algorithm 

in the presence of very few example sets [15]. In [20], SVM feature extraction is very neatly 

discussed in [20], the researchers have compared SVM to FDO. SVM more suitable for text 

categorization because of high dimensional input space, removal of few irrelevant features, sparse 

instances [21]. 

 

2.4.2 NAIVE-BAYES: This classification method is a statistical or probabilistic method of 

classification under supervised machine learning. Naive-Bayes algorithm is known for its 

computational efficiency for real- world problems. The word “Naive” is used since the algorithm 

assumes all attributes are completely independent, even though this seems less realistic, It works very 

fine for normal distributed data in actual world problems [22]. Basically the algorithm assumes that any 

feature of the class is independent of any other feature of the same class. 

 Here, the starting point is Bayes theorem of conditional probabilities 

 
Here x is the data points and A is the class. This algorithm can be used for prediction solving. The 

lower computational power of this algorithm is one of the advantages. The independent 

assumptions sometimes cause inaccurate conclusions. This method assumes an underlying 
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probabilistic scheme by finding the uncertainty of the model. For example, Trees have features 

such as leaves, branches and trunk and Naive Bayes algorithm considers all these features to be 

independently contributing to the feature of a tree. 

The Naive bayes formula is as follows [23]:  

 
In the above equation K represents the class of Y. 

From the definition of naive bayes, if we consider all features of X to be independent then the Bayes 

equation becomes  

 
The first term defines the conditional probability of all X’s with respect to Y 

Few advantages of Naive Bayes algorithm includes that it is easy to implement and it performs well 

even if it doesn't hold conditional independence. There are 2 processes you can use Naive Bayes 

algorithm for sentiment analysis [11] 

Classifying text: uses 3 inputs, input data to training classifiers, data to test classifiers and text that 

is used to classify. The text is manually classified based on sentiment into positive and negative 

sentiments. 

[text] 

[sentiment] 

Example for positive sentiment 

[text] - [The show was amazing] 

[sentiment] - [positive] 

Example for negative sentiment 

[text]- [The features of the car are bad] 

[sentiment] - [negative] 

 

Extraction: in extraction all the prepositions or stop words such as is, the, if, and etc is removed. 

The words are later extracted and weighed through Bag of word model therefore the order of the 

words does not matter  

1) Extract words with length greater than 3.  

2) Combine extracted words into one file. 

3) Get word sentiment 

4) To get frequency distribution for words, Count each word occurrence with corresponding 

sentiment 

5) Create Frequency distribution.  

6) Using frequency distribution, create a training set.  
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2.4.2 MAXIMUM ENTROPY: It uses probabilistic latent semantic analysis and is very convenient 

for NLP [24]. The MaxEnt algorithm uses probability to find which class the particular 

sentence belongs to, for this we would require the distribution to be uniform [26]. Maximum 

entropy is based on a principle called ‘Principle of Insufficient reasoning’ when one has 

insufficient information to distinguish between the probability of two events, the best strategy 

is to consider them equally likely. 

Consider y to be the output from the finite set Y. x maybe an information (contextual) that might 

influence y, x belongs to the finite set X. we need to construct a model that precisely denotes the 

behaviour of random processes. P(y|x) will be the probability, x being the context and y being the 

output [27]. Entire algorithm can be found in [26-28]. 

Maximum entropy uses important classification feature like the relationship between the degree of 

relevance with degree of adverbs [44] relationship between words and context of words etc. [29] 

A lot of researchers like [30, 31, 25, 5] and more have found that MaxEnt surpasses the Naive 

Bayes most of the time but not always; In [32] the Maximum Entropy is found to be more accurate 

than Naive Bayes by 1.04% in accuracy. 

 

 

3. SENTIMENT ANALYSIS IN IMAGES 

 

Images serve as a medium through which everyone can express their feelings on a variety of topics. It is 

said that a picture is worth a thousand words. When it comes to expressing human feelings and sentiments, 

it is unquestionably more valuable. Predicting such emotions in Images is a very challenging task because 

emotions very from person to person, for example people in India light candles to celebrate Diwali where 

as people from other countries light candles during death of a person. An image with such a notion can 

denote 2 different things in 2 different places. Hence emotions and sentiments are considered to be very 

challenging predicting them. Sentiment Analysis in Images is used in many places on the internet. Google 

is one such example. When we search for an image in Google Images we get the results based on that 

particular emotion. Figure 6 shows the Results for Google Image search for the word “Anger”. We observe 

that both the images are different but they share a common emotion which is anger.  

 
Figure 6 Google’s Image Sentiment Algorithm showing images of Anger 

 

Two techniques of neural networks are very commonly used  

1. Convolutional Neural Networks (CNN) for image processing 

2. Recurrent Neural Networks (RNN) for natural language processing. 
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Unlike Statement Sentimental Analysis, Image Sentiment Analysis requires Image Processing. [40] 

Proposed a method for classification of sentiments from images to 6 labels i.e. Happiness, Sadness, Fear, 

Disgust, Anger and Surprise. The data set consists of 9854 images and approximately 1900 images/label.  

75% of the total data set was used for training and 25% is used for testing. The ability of software to 

determine persons, places, objects, actions, and text in photos is known as image recognition. Image 

recognition is a very important process in the Sentiment Analysis. A convolutional neural network (CNN) 

is a type of deep and feed-forward artificial neural network that has been used to view pictures successfully 

in machine learning. CNNs employ a multilayer perceptron variant that requires very little pre-processing. 

In comparison to other image classification techniques. CNN utilizes deep learning to perform image 

recognition tasks.  The positions and companions of each picture pixel are taken into account since they are 

crucial for collecting relevant characteristics of an image [41]. CNN allows us to extract certain 

sophisticated characteristics from the face, making it highly useful for picture categorization based on 

expressions. Standard data augmentation techniques such as mirroring and random cropping of pictures 

have been shown to improve accuracy. We can further improve the accuracy by using Stochastic Gradient 

Descent optimization algorithm. The Modal classifies the Sentiment based on the features/objects that it 

learns from set of images. Modal in [40] learns sunset, hearts and flowers in order to categorize an image 

as Love, faces as happiness. This work also demonstrated the increment of accuracy by adjusting base 

learning rate at a start value of 0.0001. 

 

4. Supervised Learning in Remote Sensing 

Deep learning faces time and model complexity issues handling big data used during remote sensing [42]. 

Handling this requires algorithms with a distributed framework and parallelized machines. In order to 

achieve this, a 2 stage approach is proposed. These stages include storage as well as processing of BRSD, 

as depicted in figure 7 [42]. 

 
Figure 7: Proposed method in [42]. Reproduced from open access article. 
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The storage phase is built on Spark-resilient set of data and HDPS. First, a huge amount of RS images are 

loaded into the HDPS data frame, which are taken as BRSD and classified based on Volume, Velocity, 

Veracity and Variety. Once the images are loaded, they are split and duplicated using an HDFS data node. 

A master-slave architecture is used for this, and a clustered computer architecture is used – specifically 

Hadoop and Spark clusters for their benefits offered. Hadoop clusters consist of master nodes which are 

responsible for storing large data quantities using HDFS and making parallel calculations and slave nodes 

using MapReduce and slave nodes which are responsible for data storing task performance and calculations 

using a Task tracker daemon. Figure 8 depicts these two types of nodes in detail. 

 
Figure 8: MS architecture [42]. Reproduced from open access article 

The concept of the RDD Spark and MapReduce is used for efficiency and preparation for Phase 2 of the 

process. A distributed computer platform, the Hadoop Spark platform is set up to test these methods. The 

prerequisites for this platform are data in minute independent blocks, placement of data and processes 

together and the availability of data in RDD’s divided into parts logically. RDD stores memory as objects 

which can be shared by jobs, hence increasing speed exponentially. Therefore, the matching job returns 

processed key-value-paired data as output for the next phase.  

Figure 4 shows the extraction and classification features of the deep learning processing step. 
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Figure 9: Processing phase [42]. Reproduced from open access article 

In Feature extraction as shown in figure 9, VGGNet and UNet pre-trained models are used to process the 

dataset of satellite images. The VGGNet model contains 2 parts – the extraction part and the classification 

part. The output layer allows recognition of several physical objects. It is used for RGB images. The UNet 

model contains an encoder and decoder. This model can take all types of images as input, hence it is used 

for multispectral images which are fed along with reactance index, and the output is extracted from the 

bottleneck layer. 

 

The output layers of these models are trained to include predefined labels after which they are disconnected 

from deeper layers. For validation of this, SVM algorithm is used to plan large margin and large distance 

between class data points.  

After extraction and classification, reconstruction is performed using MapReduce’s reducer that includes 

the key-value data along with intermediate tuple data to produce the final data. At this point, data fusion 

takes place [42]. 

 

5. DISCUSSION: 

In the below table we see how vividly the researchers have used various data sets to discuss and convey the 

accuracy of SVM, MaxEnt and NB. The table has partly been derived from [5]. 

In [33] they have used features such as Stanford POS tagger, SentiWordNet and other features. They have 

considered Feature sets F1, F2 and F3. F1 includes content free features and is domain independent, F2 

consists of domain dependent data, F1+F2 consists of content-free and content-specific features. They're 

accuracy is comparably good because of evaluation procedure and use of stop words and the feature filtering 

criteria.  

In [34], the researchers have not shown accuracy specifically but the discussion was mainly on SVM 

algorithm and the different examples. They have taken different input classes for comparison and inputs in 

different dimensions as well. In [14] the sentiment of tweets are examined. Unigrams, Bigrams, 

Unigrams+Bigrams; they have also used post processing features on training data sets which helps 

determine the accuracy of algorithms. They have also collected their own data set from Twitter. [35] Has 
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not only performed 3-fold and 10-fold cross validation for each corpus but also presented comparative study 

of SVM, NB and MaxEnt with graphs and tables very elegantly; they prove that in most or all of the data 

set input comparison SVM outperforms the other 2 algorithms. [36] Illustrates the performance of the most 

used algorithm such as K-NN, Naive Bayes and SVM. The researchers compare the accuracy of the 

algorithm normally and accuracy of the algorithm with FS-INS; they further on discussed that accuracy 

with FS-INS is more. [38] Shows the comparative study of algorithms for sentiment analysis for online 

messages. 5 data sets have been made use of by the researchers in this paper, such as E1:   Opinion mining 

using raw data; E2:   Opinion mining using raw data and pre-process activities; E3:  Opinion mining using 

raw data and FS-INS; and so on. No evaluation has been proposed in [39] but Naive Bayes algorithm has 

been used 

Table 2. Below shows a combined comparative study result from different papers that have taken into 

account different datasets and input data.  

Note: the idea is derived from [5]. 

Table 2: Comparative study [5] 

Type of Machine 

Learning 

Classifier 

Technique Dataset Accuracy (%) Domain Ref 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supervised 

Machine Learning  

 

 

 

 

Support Vector 

Machine 

(SVM) 

reviews 82.7 Marketing [33] 

reviews No evaluation  

 

 

 

General 

[34] 

reviews 91.5 [35] 

reviews 82.9 [36] 

tweets 81.6 [14] 

reviews 82.7 [1] 

 

 

Maximum 

Entropy 

(Maxent) 

tweets 83.0  

 

 

General 

[14] 

reviews 77.1 [24] 

reviews 80.8 [1] 
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Naïve Bayes 

(NB) 

reviews 84.5 Marketing [37] 

tweets 82.7  

 

 

 

 

General 

[22] 

tweets No evaluation [22] 

reviews 84.9 [36] 

reviews 81.4 [24] 

Online 

messages 

91.4  

[38] 

reviews No evaluation [39] 

reviews 80.6 [1] 

 

 

CONCLUSION 

This paper on the whole contours discussed research and puts forth reviewed accurate supervised 

algorithms. It puts together all studied information and firmly stands by the point that Support Vector 

Machines (SVM) is accurate most of the time. Naive Bayes chiefly being better than Maximum Entropy. 

Therefore these algorithms have not only been beneficial but also given growth to hybrid algorithms paving 

even more lethal algorithms in Natural language understanding for sentiment analysis. We have also 

discussed basic definitions, how the algorithm works and how it outperforms the others. We have reviewed 

that Sentiment analysis can also be used for Images processing using CNN and remote sensing using SVM. 

Therefore sentiment analysis has various applications and so do the supervised machine learning 

algorithms. They can be put in innumerable fields of sciences. The future studies could have enhancements 

concentrating on building algorithms or renovating the same so that actual meaning and contextual meaning 

could be understood; it should be able to differentiate one from the other. For example words like, bit, play, 

watch, bear etc. Accordingly, innovative techniques that overcome such problems must be encouraged for 

technological growth. 
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