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Abstract 

The internet has emerged as one of the rapidly growing and transformative technologies over the past 

two decades. Due to the widespread availability of advanced network technologies, there is a serious 

concern about rise in threat in information and communication technology. The intrusion detection 

system (IDS) automates the monitoring process in computer networks and analyse the network 

packets and logs. Due to the static behavior of traditional data packets; the performance of the 

detection model reduces significantly. The intrusion detection system (IDS) automates the monitoring 

process in computer networks and analyse the network packets and logs. IDS should be updated 

timely in order to avoid the system degradation gradually. In order to adapt the model continually, 

incremental learning mechanism comes into picture in order to analyse network streams in real time. 

Incremental learning is a continuous or adaptive learning which emphasize on how a model acquire 

and fine-tune its knowledge. In this paper, various incremental approaches employed for detection of 

network anomalies are critically analysed in order to provide gist of how these techniques have 

influence the detection model while mitigating the effects of concept drift, noisy data, stability-

plasticity dilemma, and complexity of the adaptive model. Various incremental learning classifiers 

along with challenges faced by incremental and online learning have also been discussed. In addition, 

this paper also focusses on study of anomaly detection techniques in high dimensionality and big data; 

that presents the comparative analysis of existing approaches to address some of the challenges of 

high dimensionality in large scale networks. 

Keywords: Incremental learning, online learning, catastrophic forgetting, concept drift, non-

stationery environments, network anomaly detection, high dimensionality, big data 

 

1.    Introduction 

In high-speed networks, anomaly detection (AD) classifiers must be updated periodically in order 

to keep their outputs reliable over the time. The activity of the network must be stored for further 

analysis while updating the classifiers regularly. Therefore, it is difficult task to achieve in real-

time and high-speed networks. AD model builds a dynamic normal behavioral model for a user or 

network by employing machine learning technique for effective detection of unknown attacks. 

Intelligent IDS must be fast in monitoring and analysing network streams in real time. 
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Conventional IDS system often suffers from many problems such as comprehensiveness, 

scalability, continuous learning, high false alarm rate and lack of ability to work in online 

environment. Therefore, an intelligent and learnable anomaly detection model is recommended 

that incorporates adaptive intrusion detection model. Streaming data that is generated from 

computer networks is dynamic and continuously evolving over the time and infinite in incoming 

with a high speed. Consequently, these challenges can be overcome by building an effective 

model to classify unseen samples without any need of prior knowledge and should update itself on 

arrival of new data 

Incremental learning (IL) techniques process the new instances and update the data instances 

automatically based on the changes that occurs with time without a need to retrain the model based on 

previous instances.  

Classical batch learning rebuilds new models repeatedly all over again during the arrival of new 

instances instead of   integrating all new information into the previously created models. This led to 

the outdated models and also very time consuming. To overcome this issue there is a shift from 

sequential data processing to a stream data processing. Stream processing models are all-time up to 

date models that utilize information as soon as it is available. Therefore, reduces the cost for storage 

of data and maintenance. The aim of incremental and online learning algorithms are minimal 

processing and space by incorporating information into their model continuously. There is a lot of 

ambiguity in defining incremental and online learning in the existing literature. Some authors use both 

of these terms reciprocally. Furthermore, some authors also termed as evolutionary or lifelong 

learning. Online learning algorithms can also be referred to as IL algorithms with an addition in model 

complexity and run-time. It qualifies for endless or life-long learning on a device with limited 

resources. 

 

The emergence of new types of attacks requires continuous learning as network flows are stream-

based. In the context of learning from real-data streams, incremental and online learning methods 

have gained more attention especially when the requirement of complete dataset is not possible. 

Therefore, two crucial requirements of IDS are new attack type learning and handling of concept drift 

and detection should be online. Streaming data often suffers from the issue of concept drift which 

exhibit unexpected changes in data distribution over the time. In addition, the concept of continuous 

learning emerges that involves adaptive algorithms which are capable of learning continually from 

such data streams; to find clusters in the data as reported in the literature [1][2][3]. Therefore, the 

structure of IL has the capability to handle concept drift in a dynamic network that changes with time 

as well and support adaptive learning.  

Therefore, an enhanced version of Self-Organizing incremental neural network (ESOINN) is 

presented in the literature in order to learn arbitrary topology structure without experiencing the 

growth of endless growing of neurons [4].The main contributions of this paper are listed as 

follows: 

 

• Comparative analysis of various incremental and online learning for anomaly detection is 

presented in order to gain insights of adaptive models that can be used in predictive and 

decision-making problems. 

• Focus on various challenges that can be encountered while employing incremental and online 

learning models. 



Niharika Sharma, Bhavna Arora 

 

 

6369 

• Challenges pertaining to deployment of AD model in high dimensionality and big data along 

with analysis of AD approaches for handling high dimensionality and big data. 

• The study of key works based on various factors such as concept drift, stability-plasticity 

dilemma, large scale datasets, dealing with noisy data, change detection, low-space 

requirement are conducted to provide gist of existing approaches applied for incremental and 

online learning. 

•  Discussion regarding open issues and future directions that focus on deployment of 

incremental and online learning models in non-stationery environments. 

The rest of the paper is presented as follows: Section 2 presents the discussion on various classifiers 

for incremental and online learning. Section 3 focus on different types of IL. Various challenges in the 

incremental and online learning are presented in the section 4. Section 5 comprises discussion on 

challenges faced by learning models employed in high dimensionality and big data environments. 

Section 6 is the core section; which details literary works for incremental and online learning; 

contributed to deal with various factors such as catastrophic forgetting, concept drift, active and 

passive approaches for change detection, etc. In section 7, open challenges and forward-looking 

discussions are discussed followed by the conclusion in section 8. 

2. Incremental and online learning model                                                                                                                              

The current research in IL is not just only about updating the new knowledge in the existing model, 

but also incorporate the mechanism that learns how to update the new data as knowledge for analysis 

of data and drawing predictions from the classifiers. The traditional machine learning approaches in 

practical application environment marked the training data and then training of the marked data is 

done to build a model for classification which is used to predict and classify data. When the new data 

instance arrives, it is updated with the previous training dataset and then retraining of new complete 

dataset is done. The shortcomings of the data processing and data analysis in the conventional 

machine learning approaches are described below. 

• The acquisition of labeled data needs a lot of manpower and time. 

• The training of the large dataset is very time consuming. 

• When new data instances arrived; the traditional approaches employed for re-training the 

entire dataset are not suitable for online applications. 

 

In order to overcome these shortcomings, IL is presented in the literature where there is no 

requirement to re-train the prior training data. The only need is to retrain the new samples in the 

incremental learning stage [5]. In the incremental learning stage, the classifier can learn from the 

change in ratio of circles and squares from the new samples as shown in the Figure1.  
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Fig1: Incremental learning model 

 

 For learning and training the new samples, the new knowledge can integrate with the old knowledge 

in order to form a more abundant knowledge system. The classifier can adapt, identify and update 

new classes by learning the triangle which is a new class that is never trained before as presented in 

the Figure 1 [5].  

The various classifiers that support incremental learning are Naïve Bayesian, Support vector machine 

(SVM), Decision tree, Random forest, K-nearest neighbor (KNN), Artificial neural network (ANN), 

Learn ++ NC. 

The characteristics of various incremental classifiers are presented in the table 1. 

 

Table 1: Incremental classifiers and its characteristics. 

 

Classifier Incremental 

Learning 

Characteristics References 

Naïve Bayesian ✓ Fusion of old and new knowledge. [6] 

Support Vector Machine 

(SVM) 

✓ Learning of new support vectors based 

on previous support vectors that were 

reserved before. 

[7] 

     Decision Tree ✓ The inheritable characteristics of a tree 

structure learn new knowledge by 

calculating the information gain in order 

to inherit the redundant instances or 

update the new information by 

reconstructing the sub-tree. 

[8] 

Random Forest ✓ It has characteristics of decision tree. 

The integrated idea of different decision 

trees make it possible to achieve 

incremental learning by learning new 

knowledge, train a decision tree, and 

[9] 
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then finally adding it into original 

random forest. 

Artificial Neural Network 

(ANN) 

✓ It learns the incremental knowledge by 

itself i.e. the weights of large number of 

interconnected neurons is constantly 

changing based on the arrival of new 

data samples during incremental 

learning process. 

[10] 

K-Nearest Neighbor (K-

NN) 

✓ Finding the nearest neighbor in an 

incremental fashion. The nearest 

neighbors are computed one by one 

without the need to recomputed the 

query from scratch. 

[11] 

Learn ++ NC ✓ It is inspired by AdaBoost algorithm 

that inherits the characteristics of 

performance improvement of AdaBoost. 

It learns from the data that is 

continuously available even if the new 

data introduces the new classes that 

were not seen before. 

[12], [13] 

 

 

 

   

3. Types of incremental learning 

 

Incremental learning (IL) can be segregated into three categories depending upon the difference in 

data change. 

 

• Data IL: To improve the performance of prediction model; data IL utilizes newly available 

training samples on its arrival. It is also known as online learning. 

 

• Class IL: Class IL learn from old models and exploit knowledge from previous classes to 

improve the learning of new classes. The basic idea of class incremental models is to reuse 

the old models i.e. storing a small number of useful previous tasks data. After learning new 

classes, a small amount of learned task from new classes could be accumulated while the rest 

can be discarded [14]. The key idea is to determine the instances of new class from that of old 

classes. Firstly, a small subset of classes is learned and then grow that set with inclusion of 

new classes incrementally [15]. 

 

• Hybrid IL: The union of data and class incremental learning is hybrid learning. 

 

3.1 A review of types of IL 

In this section, a brief overview of a few literary works is presented to differentiate the studies 

pertaining to different classes of incremental learning. 

 

Data IL 
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Xie et al. proposed a data incremental learning approach that employ K-nearest neighbor algorithm. 

To increment the data; the concept of layer is introduced to the model cluster. When the new sample 

arrives; it is covered by many layers and the highest layer value of the model is selected  to obtain the 

best classification results[16]. 

 

To address the issue of online learning in small sample data streams; Wang et al. [17] presented an 

incremental random forest approach in which the new data sample is stored on the current leaf node. 

Furthermore, experimental results on UCI datasets reveal that incremental learning algorithms 

outperform greedy reconstruction tree algorithm on small or moderate scale data streams. 

 

Class IL 

Marc et al. describe a set of classes as a sequence of task that are disjoint from classes in previous or 

future tasks. The tasks consist of a number of classes. Exemplars are used to store previous tasks that 

consider a small memory and the learners only has access to data from a single task during each 

training session. The current task can be processed multiple times by the learners to process the data 

during the training session in order to improve the learning of new ones. Furthermore, to learn 

knowledge from current task, IL approaches must learn how to balance between knowledge retaining 

from previous tasks and learning of new knowledge for the current task. This trade-off is termed as 

stability-plasticity dilemma.  

 

One of the fundamental problems with class IL is that too much plasticity in the model leads to easily 

forgetting the old classes whereas high stability models are weak to learn new classes. In order to 

mitigate this issue; a novel network architecture is presented to balance the stability and plasticity 

problem dynamically [18]. 

 

IL often suffers from class imbalanced problem where the real-life applications often contain 

imbalanced datasets. Due to memory constraint, old classes are learned with fewer knowledge than 

new classes. This includes majority and minority classes where old classes represent majority classes 

and new classes represent majority classes. There is a prediction bias towards the majority class. 

Umang  et al. [19] employ calibration methods to lessen the prediction bias between majority and 

minority classes. Furthermore, vanilla fine tuning is applied to only fine tune the classification layer. 

However, authors concluded that calibration results are useful in dealing with class imbalance 

problem; it still remains an open problem. 

In computer vision, semantic segmentation is a hot topic in research field that focuses on predicting 

the class of each image in a given pixel. The inaccessibility of previous data is the main challenge for 

class-incremental semantic segmentation. In order to address this problem, self-training is applied to 

incremental semantic segmentation that uses auxiliary unlabelled data to alleviate forgetting by 

rehearsal of previous knowledge. Furthermore, conflict reduction strategy is presented to cater the 

conflicts of pseudo labels induce from both the old and new models [20]. 

 

 

 

Hybrid IL 

 

A hybrid IL framework is proposed that incorporates data-incremental and class-incremental 

framework for recognition of hand-held objects. The proposed model is based on SVM that learn new 

concepts incrementally in order to improve the recognition ability. New classification planes are 

added and the existing classification planes are adjusted under the setting of SVM. In the proposed 
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model, prediction error is minimized that improves the  recognition quality of known objects and the 

preceding model is transferred in order to recognize the unknown objects [21] . 

 

4. Challenges in incremental and online learning approaches 

• Concept drift: The shift in the data distribution over time is termed concept drift. The 

temporal structure of data samples is responsible for variations in the data distribution. Such 

changes can be reflected due to change in data distribution, changes in the underlying 

functionality itself. 

• Stability-plasticity dilemma: When new information arrives, a quick update is made for 

swift adaptation rendering the new environment. However, the old information is also 

forgotten rapidly and easily. This trade-off of quickly adapting and forgetting is considered a 

stability-plasticity dilemma. Consequently, the adaption should be followed slowly in order to 

keep the useful old information. 

• Complexity of adaptive model: The complexity of the model is difficult to assess when the 

samples of the data are unknown. Therefore, intelligent adaptive methods are required to 

overcome the limitations of the available resources. One such promising solution is batch 

learning in which the fundamental meta-parameters such as learning rate, degree of error, 

regularization constants, etc. are assessed prior to training[22]. However, concept drift affects 

the learning rate parameter and convert into modal parameters according to the change in data 

characteristics. Thus, an ensemble of robust parameters is required to address this problem. 

• Online learning: In online learning, the adaption of the internal model depends on the small 

number of samples that are processed over mini-batch techniques. In fully online approaches 

the internal model promptly adapted upon processing an individual sample whereas batch 

learning processes definite number of samples internally. Therefore, it is critical to choose the 

required learning process based on the data and number of resources available. 

 

5. High dimensionality and big data 

The term “Dimensionality” assumes a critical part in real-world data analysis. It represents the 

number of attributes or features or variables present in the data that are available for analysis of data. 

The complexity of the data analysis is determined concerning the number of dimensions that require 

further advanced methodologies in order to process the data The increase in the number of dimensions 

or features creates a problem for anomaly detection due to high dimensionality that poses a 

considerable challenge for the detection of anomalies in large datasets [23]. The large and distributed 

nature of the datasets characterizes the term big data, which has become the key research problem for 

many applications employed in the real world. The high velocity and high volume comprise the big 

data that is generated by distinct datasets. The rate of the data which is generated in real-time may 

comprise many dimensions (high volume) that affect both the accuracy and performance of the 

existing techniques. In this section, various challenges faced by high dimensionality and big data in 

terms of various parameters are discussed in this section. In addition, a few key works is cited to 

address these challenges as mentioned in table 3 that are employed in high dimensionality and big 

data platforms as shown in table 4.  

The various challenges pertaining to anomaly detection model while deploying in high dimensional 

and big data environments are discussed in table 2 below. 
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Table 2: Challenges contributed to anomaly detection in context of problems faced by high 

dimensionality and big data. 

 High dimensional data    Big data 

1. Relevant attribute identification: 

Finding the relevant quantitative location 

of data points in high dimensional space 

is a complex task. 

Asynchronous instances: The multiple data 

sources may come from many sources that 

contribute to generation of data points which 

arrive at different times [24] .  

2. Distance concentration: The data 

instance nearly become equidistant to 

each other based on the distance; due to 

the sparsity of data measure used 

[25][26]. 

Dynamic relationship: The asynchronous 

behavior of data is due to the dynamic 

relationship of correlated data points that are 

continuously monitored from multiple data 

streams.[24]. 

3. Subspace selection: The increase in 

features of subspace results in 

exponential search space due to the 

increase in the dimensionality of data. 

 

Heterogeneous schema: The data instances 

which are coming from multiple data sources 

exhibit various schemas. So compilation of 

multiple data instances over distinct schemas is a 

tedious task [24].  

4. Hubness: The hubs are described as 

behavior of data samples in high 

dimensional data which are constantly 

arriving in nearest neighbors. 

Concept drift: The distribution of data changes 

over time. The prediction model may change over 

the time due to change in properties of the target 

variable [27].  

 

 

 

 

 

Strategies for handling high dimensionality and big data in large scale networks using different 

anomaly detection approaches are investigated in the following table 3. 

Table 3: Comparative analysis of anomaly detection approaches for handling high 

dimensionality and big data 

Authors 

& Year 

Discussion Approache

s 

Distribute

d/ 

Parallel 

processing 

Scalabilit

y 

High 

dimensionali

ty 

Hubnes

s 

Multipl

e data 

streams 

Performan

ce 

Lozano  

et al. [28] 

2005 

Presented parallel 

algorithms in order to 

classify distance-

based anomalies by 

employing 

randomization and 

pruning strategies. 

Local 

outlier 

factor 

✓ ✓ ✓  ✓ ✓ 

Angiulli 

et al. [29] 

2007 

A stream outlier 

miner known as 

STORM is presented 

to handle multiple 

Distance-

based 

 ✓ ✓  ✓  
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data streams and the 

anomalies are 

identified using the 

current sliding 

window 

Kontaki 

et al. [30] 

2011 

Effective anomaly 

monitoring is done to 

perform constant 

anomaly detection in 

data streams by 

applying sliding 

windows with lesser 

memory 

requirements. 

Distance-

based 

 ✓ ✓  ✓  

Silva et 

al. [31] 

2013 

Address some of the 

issues related with 

multi data streams 

such as asynchronous 

instances, dynamic 

relationships, 

heterogeneous data 

using sliding window 

concept. 

Distance-

based 

 ✓ ✓  ✓  

Tomasev 

et al. [32] 

2014 

The issue of 

clustering in high 

dimensional data is 

addressed by 

assessing the points 

that are frequently 

occurring known as 

hubs. 

Clustering  ✓ ✓ ✓   

Radovan

ovic et 

al. [33] 

2015 

To distinguish the 

connection between 

outliers, anti-hubs are 

examined to separate 

the normal instances 

from outliers. 

Density-

based 

 ✓ ✓ ✓   

Angiulli 

et al. [34] 

2016 

Presented a set of 

distributed and 

parallel algorithms 

for distributed 

anomaly detection 

model in order to 

scale up the 

performance. 

Distance-

based 

✓ ✓ ✓  ✓ ✓ 

Bai et al. 

[35] 

A grid-based 

partition algorithm is 

Distributed 

Local 

✓ ✓ ✓  ✓ ✓ 
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6. Related works 

This section comprises the literary works that have been investigated to highlight the key works 

employed for incremental and online learning for anomaly detection mainly in networks. The 

literature survey is presented in various sub-sections comprising the various parameters that 

influence the working of incremental and online learning models. The sub-section part include how 

catastrophic forgetting affects the incremental learning and SOINN is proposed in the literature to 

evade the effects of catastrophic forgetting. Several works have been presented to update the 

learning model until the detection of concept drift. Furthermore, several studies related to different 

application areas are also discussed in the literature survey. Finally, summarization of key works 

that focus on adaptive and real-time learning in context of working with large datasets that require 

low-space requirements, high detection accuracy, dealing with noisy data, and stability-plasticity 

problem are presented at the end of this section. 

6.1 Catastrophic forgetting 

One of the simple ways of incremental learning is to tune the model to the data of new class. To make 

the model adaptive in nature; the two key points that need to be followed are updating the new 

instances and ignoring the outdated normal instances. To adhere the requirement of low memory 

space; simplification is performed to represent the data in bounded memory space. This could result in 

loss of some finer details while performing simplification which results in catastrophic forgetting. 

One of the main challenges with incremental learning is catastrophic forgetting, which attribute to 

abrupt loss in performance on prior learned task after learning a new task.  

Many online learning methods with limited memory resources exhibits catastrophic behavior. It is 

also termed as stability-plasticity dilemma The key advantage of continuous and online learning 

system is to incorporate the new data without eliminating the need of previously accumulated 

knowledge i.e., without catastrophic forgetting [38]. However, online learning system often suffers 

2016 employed to split the 

dataset into grids in 

order to identify 

density-based 

outliers. 

outlier 

factor 

Colin et 

al. [36] 

2016 

Introduced a PCA 

based outlier 

detection method to 

identify anomalies in 

distributed 

environment  

PCA ✓ ✓ ✓  ✓ ✓ 

Zhang et 

al.  [37] 

2017 

The detection of 

anomalies using 

subspace selection 

from non-stationery 

high dimensional 

data streams.  

Unsupervis

ed 

 ✓ ✓  ✓  
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from the problem of stability-plasticity dilemma. “The well-known limitation for artificial and 

biological neural systems is the trade-off between stability and plasticity”[39]. The incorporation of 

new knowledge is referred to as plasticity whereas stability is required to avert the forgetting of past 

knowledge. Too much plasticity in the model results in constantly forgotten the previous knowledge 

and too much stability will deter the efficient coding of data. Stability-plastic dilemma is a major 

challenge for machine learning as well as deep learning techniques. In neural networks, the weights of 

new input data are changed in order to make the system adaptive or plastic. However, too many 

weight changes can infer to the loss of previously acquired knowledge. Generally, this type of 

problem is prevailing in various types of neural networks ranging from standard back-propagation 

neural networks to unsupervised neural networks like self-organizing maps. 

Self-organizing maps: The concept of self-organizing neural networks is reported in the literature to 

evade the forgetting of past knowledge in incremental models. “Self-organizing maps (SOM) is a type 

of artificial neural network that employs unsupervised learning and groups the similar data together” 

[40] [41]. The training samples of the input space are represented as map in order to produce the low 

dimensional space and therefore this method is applied to dimensionality reduction. However, 

shortcomings of SOM is that it learn complex topologies without a proper predefined graph that 

affects its performance. This approach is not suitable in real-time datasets as the requirement of 

proper estimation of dimensions is not known a priori. Consequently, it adds the network complexity 

when the number of tasks increases.  

 Self-organizing incremental neural network: For continuous learning from non-stationery data, a 

class of neural networks are designed called self-organizing neural networks (SOINN). SOINN 

consists of one or more neural network that extract a topological structure in order to nearly emulate 

the data distribution of data streams [42].  In SOINN, the maximum number of nodes are not fixed in 

continual learning tasks unlike SOM. The number of nodes is usually smaller than the number of 

training examples as new training cases may be added as new nodes or they may be merged with the 

existing nodes. Several modifications have been proposed over the years for SOINN. Enhanced self-

organizing incremental neural network (ESOINN) overcome the limitation of SOM that compromise 

its performance while learning complex topology structures [4]. ESOINN learns arbitrary topology 

structure without suffering from endless growing of neurons thus making it suitable to work in large 

scale networks. Several literary works have shown that ESOINN is more stable; that uses only one 

layer and fewer network parameters. Many more versions of SOINN have been proposed over the 

years such as mixture SOINN, load balancing SOINN, adjusted SOINN, kernel density estimation 

SOINN etc. For graceful forgetting, it should be considered as intrinsic part of the learning process.  

6.1 A review of SOINN 

In [43], authors proposed an unsupervised incremental learning neural network that depends on local 

distribution learning. It amalgamates the benefits of matrix learning and IL in order to discover the 

most appropriate nodes that fit the learning model. The presented approach does not require prior 

information like structure of the network and the new knowledge is updated automatically without 

letting the number of nodes to grow infinitely. 

Xiang et al. [44] presented an incremental semi-supervised learning (SSL) framework for network 

intrusion detection in order to provide solution to concept drift problem and employ topological 

learning for low-space requirements. The authors combine incremental learning, modeling of non-

linear data, and SSL. The modification of ESOINN is presented in the form of semi-supervised 

learning called mixture SOINN (MSOINN) in order to process the amalgamation of labeled and 
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unlabeled data incrementally. The knowledge re-use framework is applied to leverage the already 

stored knowledge in the trained neural networks. The kernel function is applied to train the SVM and 

then employ it to detect intrusions. The presented methodology reveals significant advantages over 

other supervised learning approaches such as transductive SVM (TSVM). Only a limited number of 

samples is needed and the proposed approach improves space complexity. 

A mixture of kernel density estimation and self-organizing incremental neural network (KDESOINN) 

is proposed in order to work in real-time environments. The proposed approach first learns the 

observed samples using a modified SOINN by interpreting them as networks. The nodes in the 

network act as prototypes for the samples. The authors found that the information regarding 

underlying distribution of observed samples are collected by network structure of SOINN [45]. 

Chayut et al. [38] presents the modification of self-organizing incremental neural network (SOINN) 

called SOINN+ that represents how forgetting is modeled in the adaptive neural network system. The 

proposed method is different from the other models with respect to how edges are created and deleted 

and how nodes are deleted. It also determines clusters in noisy data streams that are subjected to 

persisting concept drift.   

6.2 Concept drift    

The changes in distribution of data with time is referred as concept drift. The changes in the input 

distribution over time are alluded as virtual concept drift or covariate drift whereas changes in the 

underlying functionality itself termed as real concept drift. The occurrence of real concept drift is 

problematic as the classification performance is affected until the model can be re-adapted 

accordingly.  

In order to work in evolving environments and reacting to concept drift, just-in-time classifier (JIT) 

cope up with the process change. For an adaptive management of knowledge base during arrival of 

new information, JIT require temporal detection of process divergence that removes the obsolete 

information and insert the new one. The CI-CUSUM works well in detection of small abrupt changes 

and presence of drifts in the model. The change index is used to estimate the change in process over 

time i.e., identifying the obsolete knowledge. This index is employed in the k-nearest algorithm via 

weighting mechanism. The proposed adaptive weighted K-NN approach is applied along with the use 

of change index in order to react better to smooth variations. However, the proposed approach fails to 

react to abrupt variations in the model and K-NN classifier does not perform well with very large 

amount of data instances. 

To work in the presence of concept drift; two approaches are presented in the literature in which the 

learning is based on active or passive approaches. The adaption algorithm learns the behavior of the 

model in the existence of concept drift. 

6.2.1 Approaches for change detection in the presence of concept drift. 

The two approaches are presented in the literature to work in the presence of concept drift in which 

the learning is based on active or passive approaches. The adaption algorithm learns the behavior of 

the model in the existence of concept drift. To detect the change in the learning model; the following 

approaches are described as below. 

• Active approaches  

• Passive approaches 

Active approaches: In active approaches, algorithm aim at finding the concept drift and then update 

the learning model. Active approaches are based on change detection mechanism that learns under the 
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presence of concept drift. Whenever the change is detected, it triggers an adaptation mechanism that 

update or build a new classifier in order to react at the detected change. [46]. 

Active approaches do not operate directly on raw data. To detect the change independent and 

identically dependent features are extracted from the incoming data streams such as sample mean, 

sample variance and or the classification error [47]. Active approaches employed by various 

researchers as reported in the literature [48] [49] [50] [51] [52] to detect the change occurred due to 

concept drift and react to it accordingly. The methods employed for change detection can be further 

classified into four main families such as hypothesis tests, sequential hypothesis tests, change-point 

methods and change detection tests. These families inspect variations via theoretically grounded 

statistical techniques. 

 

Passive approaches: In passive approaches, model is adapted continuously based on updating the 

model parameters every time whenever the new data arrives. This approach does not detect the drift 

directly but rather accepting the change in data distribution at any time with change in rate. The 

passive approaches work with updating a single classifier or ensemble-based classifiers. 

 

The passive approaches work with updating a single classifier or ensemble-based classifiers. The 

selection of appropriate approach is specific to the application that further depends upon the 

parameters of the learning scenarios for e.g., to assess whether the data arrive online or in batches, 

drift rates, availability of computational resources (embedded systems or high-performance 

computers), presumption about distribution of data. Passive approaches are mostly used in 

environments with gradual drifts and recurring concept [53] and are quite effective in making 

predictions from the learning model. On the other hand, active approaches are suitable in settings 

where the drift is precipitous. Moreover, passive approaches are widely used for batch learning and 

active approaches are well suited to work in online environment. 

 

6.2.2 Incremental learning approaches with respect to application areas 

Comparative analysis of incremental learning approaches with respect to application areas are shown 

in the following table 4. 

Table 4: Comparison of incremental learning approaches with respect to application areas 

Author Name & 

Year 

Methodology Type of Algorithm Approaches Application 

areas 

Jose et al. 2017 

[54] 

 

An incremental online 

approach is presented in 

order to adapt to 

accommodate new data 

and integrate new 

classes by the robots to 

operate in real 

environments. 

Deep Learning Convolutional 

Neural 

Networks 

(CNN), Self-

organizing 

incremental 

neural networks 

Robotics 

Binhan Xu et 

al. 2017 [55] 

 

Incremental K-NN 

SVM algorithm is 

proposed for cloud 

environments in order 

to deal with large scale 

Supervised 

learning 

Incremental K-

NN, SVM 

Intrusion 

detection 
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and dynamic networks 

Mohammadreza 

et al. 2018 [8] 

 

Outlier detection 

algorithm is presented 

to identify outliers in a 

sequential data stream. 

Supervised 

learning 

Incremental 

decision tree 

Outlier 

detection 

Akila et al.  

2019 [56] 

An ensemble based 

parallel bagging 

approach is presented 

for incremental learning 

that take care of 

concept drift and data 

imbalance 

Transaction 

window bagging 

Parallel and 

Incremental 

learning 

ensemble, 

Naïve Bayes, 

weighted 

voting-based 

combiner 

Real-time credit 

card fraud 

detection 

Dinithi et al. 

2019 [57]  

Traffic forecasting and 

real time concept drift 

is detected for 

intelligent traffic 

management in big data 

platforms such as IoT 

sensors and social 

media. 

Unsupervised 

learning, Deep 

learning 

Unsupervised 

incremental 

machine 

learning, Deep 

learning, deep 

reinforcement 

learning 

Smart traffic 

management in 

big data. 

Eden et al. 2019 

[58] 

 

Concept of dual 

memory is presented in 

order to store past class 

statistics that are 

gathered during initial 

learning. First exemplar 

images of past classes 

are stored in memory. 

The introduction of 

small memory is 

presented such that the 

classes are best 

modeled when all their 

data is available across 

different incremental 

states. 

Deep learning Deep neural 

network (DNN) 

Computer vision 

Bittencourt et 

al. 2020 [59] 

The minimum 

description length 

principle is applied in 

multi-label text 

classification in order to 

classify multi-label 

documents which 

naturally supports 

online learning 

Supervised 

learning 

Minimum 

description 

length principle 

Text 

classification 

Ali Ayub et al. A class incremental Centroid-based Few-shot Image 
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2020 [60] approach is proposed 

that is cognitively 

inspired approach. The 

novel strategy is 

proposed called 

centroid reduction 

mechanism that reduce 

the consumption of 

memory without 

notable loss in 

classification accuracy.  

concept learning incremental 

learning, 

centroid 

reduction 

method 

processing 

Marc et al. 

2020 [61] 

Emergency services 

receive valuable 

information from social 

media during disasters 

and emergencies. To 

filter out relevant 

information; active 

incremental learning is 

employed. 

Active 

incremental 

learning 

 Active and 

online learning 

Information 

processing and 

management 

 

6.3 Key Works 

In this section, some of the key works of authors are discussed to gain the insight of literary works 

mainly presented in table 5 along with some limitations of the existing works as proposed by various 

authors. Different incremental algorithms have been published so far along with its pros and cons. 

However, there is no depth study available that experimentally compare the most popular methods 

with the existing ones. This is due to the fact, that experimental studies are performed in specific 

settings which emphasize on the merits of their proposed method according to the suitable criteria and 

apply them in specific settings. Therefore, it provides a limited picture of various incremental and 

online learning algorithms till date that cater the needs of an incremental model which perform 

optimally in every scenario. There are a very few publications with practical focus in the field of IL in 

a general way. Instance incremental approaches are equally accurate as batch-incremental models; but 

it requires less resources and less computational overhead to process the accumulated instances in 

batch mode. The performance of lazy methods with a sliding window concept is exceptionally well. 

Among the various incremental classifiers such as incremental support vector machine (ISVM), 

LASVM, online random forest (ORF), Incremental Learning Vector Quantization (ILVQ), Learn++ 

(LPP CART), Incremental Extreme Learning Machine (IELM), Naïve Bayes (NBGauss), Stochastic 

Gradient Descent (SGDLin), SVM deliver the highest performance at the expense of model complexity 

due to training of large data samples. Due to the approximate nature of LASVM; it lessen the training 

time of classifier and is able to process large datasets faster than ISVM. However, LASVM cannot 

work well with noisy datasets [62]. For non-stationary environments, LAA and SVM work well by 

incorporating forgetting mechanism [63] [64] [65] [66]. Viktor et al. [67] performed experiments on 

various incremental classifiers such as ISVM, LASVM, ORF, ILVQ, Learn++, IELM, Naïve Bayes, 

and SGD; and reveal the results regarding the performance analysis of distinct set of classifiers. It is 

found that performance of ORF is slightly worse than ISVM and LSVM but possess very fast training 

and run time. In order to learn in endless streams; both SVM and ORF are not suitable as it grow 
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linearly with the rise in number of data instances than the rest of the remaining methods. The ILVQ 

serve an accurate and sparse alternative to SVM. Tree based models are suitable to work in high 

dimensional data due to its compressed representation and sub-linear run-time that is not dependent 

on the number of dimensions. Furthermore, SGDLin, NBGauss and IELM are suitable for online learning 

due to its applicability in life-long learning applications which shows constant performance in terms 

of complexity. For high dimensionality; the sparse models of SGDLin, NBGauss are suitable for large 

scale learning. NBGauss and tree based methods require no or little hyper-parameters optimization and 

are easy to implement in practice. . In terms of complexity, SGDLin and NBGauss have linear complexity 

among the rest of the classifiers. 

Gao et al. [68] proposed an adaptive IDS that employ incremental extreme learning machine (I-ELM) 

and an adaptive PCA. In the presented approach, the most important features of the network traffic are 

selected automatically and I-ELM is employed to achieve the best detection accuracy. ELM possess 

many advantages over ANN, SVM, CNN such as fast convergence and training, strong learning 

capability, approximating a linear function, faster training speed, and higher detection accuracy etc. 

This allows the detection model to work well in large datasets. I-ELM is an adjustable network 

structure that reduces the training error by joining nodes in order to mitigate the problem of 

overfitting and underfitting. 

In the continuous stream of flow data, the biggest challenge is to acquire new knowledge from the raw 

data and transform it into the knowledge that is capable of representing information and accumulating 

experience overtime for further decision-making process. Haibo et al. [69] proposed a novel IL 

framework called ADAIN that learns from continuous raw data adaptively. The accumulation of 

knowledge from raw data over the time is useful to make prediction about performance and improve 

future learning. The proposed framework investigates how effectively the past learned knowledge that 

is integrated into the currently received data. To continuously learn from new data and to further 

improve the learning process; such experiences are accumulated over the time in order to support the 

future decision-making process. 

The authors [70] proposed a novel approach in order to learn network traffic automatically using 

unsupervised learning. The proposed approach is online and real-time; that utilizes discrete-time 

sliding window and incremental grid clustering algorithm is applied for continuous detection of 

network anomalies. The usual clustering algorithm split the whole space when new data points are 

added or removed instead of partitioning only a few points. Each subspace is partitioned as units using 

incremental clustering algorithm and the authors named this methodology as Orunada. The grid 

clustering algorithm scales well with the number of points in the case of large-scale networks due to 

the partitioning of subspace into units rather than points. The presented approach employs a density-

based clustering algorithm that works well with noise. Furthermore, DBSCAN considers isolated 

points as outliers and noise which do not belong to any cluster. 

In order to address several challenges; that are encountered while employing anomaly detection 

techniques are: dealing with noisy data, processing speed, adapting to variations in a dynamic 

environment. For this; an efficient anomaly detection model is required which is noise-resilient, fast, 

and incremental. Bigdeli et al. [71] proposed an incremental approach, in which the first phase is to 

cluster the data. The second phase involves clustering the data in such a way that it can accommodate 

new data instances in order to classify them. In the third phase the representation of GMM is used to 

update the clusters and rejecting the repetitive data samples while detecting the anomalies. A novel 

strategy is employed called collective probabilistic labeling which is utilized to incrementally update 

the clusters. This makes the updated procedure fast. In this approach, all the instances of the cluster 

are not preserved; only the main components of the cluster are maintained without holding the direct 
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records of all data samples present within the cluster. GMM helps to identify whether a new instance 

belongs to a cluster set or not. The presented approach improves the false alarm rate 94% detection 

rate and a 4% false alarm rate. 

Ensemble classifier models gain more popularity over single classifier-based system due to distinct 

advantages such as  

• Accuracy 

• Flexibility of incorporation of new data into a classification model on the arrival of new data 

instance by simply adding new ensembles  

• To administer the balance between the stability-plasticity spectrum by adding or removing 

classifiers. 

Ensemble based learning can also be applied to transfer learning, multi-task learning. It is also applied 

to approaches particularly suitable for handling concept drift.   

In the work of [72], the authors employed ensemble learning that comprises transfer learning, deep 

learning and incremental learning. Deep learning is applied in source domain and make it possible to 

take the advantages of incremental learning in the target domain where knowledge learnt in the source 

domain is applied to target domain. In the proposed ensemble learning approach, the proposed model 

is trained by a group of source domain datasets in which the features are extracted using 

Convolutional Neural Network (CNN). The role of transfer learning in the proposed study is to extract 

important information from the different datasets using pre-trained CNN. The knowledge of CNN 

learned in previous object is utilized in order to reduce the modeling time. Some pre-trained CNN 

models are transferred to extract the features from other target domain. Features are extracted using 

Convolutional Neural Network (CNN) and then it is applied to ISVM to train these features without 

pre-processing.   

Summary of key works for incremental and online learning is presented in table 5 to provide general 

comparison of various incremental approaches that are scalable, online, handle noisy data & concept 

drift, and which require less space requirements. 

Table 5: Comparison of various incremental and online learning approaches for anomaly 

detection 

Authors 

& Year 

Techniqu

es 

Key points Datasets 1 2 3 4 5 Accura

cy 

Limitations/Fut

ure Work 

Haibo et 

al. [69] 

2011 

Multilayer 

perceptro

n (MLP), 

Learn++ 

To learn 

from 

continuous 

flow i.e. 

raw data 

adaptively 

in order to 

improve 

future 

learning 

and 

supports 

future 

Spambase

, Magic, 

Wavefor

m  

   ✓ ✓  The problem of 

concept drift is 

not addressed in 

this study. 
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decision 

making 

process. 

Dariusz 

et al.  

2014 [73] 

Ensemble 

classifier, 

Hoeffding 

trees 

An 

ensemble 

classifier is 

proposed to 

respond to 

different 

types of 

concept 

drifts in 

data 

streams. 

UCI 

repository 

✓ ✓    89 Not implemented 

in a truly 

incremental 

fashion 

especially in 

partially labeled 

streams. 

Bosman 

et al.  

2015 [74] 

Recursive 

Least 

Square 

(RLS) 

method, 

Extreme 

learning 

machine 

(ELM) 

A 

lightweight 

application 

independent 

framework 

to 

incorporate 

incremental 

learning in 

WSN.  

Real and 

synthetic 

datasets 

✓ ✓  ✓ ✓ 97 The memory 

requirement of 

the presented 

strategy is 

dependent upon 

the number of 

sensor nodes. 

Fakhrodd

in et al.  

2015 [75] 

Semi-

supervise

d 

A stream 

classificatio

n algorithm 

using semi-

supervised 

learning is 

proposed in 

order to 

work with 

limited 

class labels 

and handle 

imbalanced 

data. 

KDD99, 

real-time 

datasets 

   ✓ ✓ 87 Active learning 

needs to be 

incorporated in 

order to deal 

with 

unavailability of 

labeled data. 

Xiang et 

al. 2016 

[44] 

Semi-

supervise

d 

To provide 

solutions to 

the problem 

of concept 

drift and 

employ 

topological 

learning for 

low-space 

NSL-

KDD 

 ✓ ✓ ✓ ✓ 85 The proposed 

framework is not 

applicable to 

multi-class 

problems. 
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requirement

s.  

Dromard 

et al. 

2017 [70] 

Increment

al grid 

clustering  

An anomaly 

detection 

algorithm is 

proposed 

for online 

and real-

time 

learning 

using 

discrete 

time sliding 

window in 

order to 

learn 

behavior of 

network 

traffic 

automatical

ly.  

ONTS 

and 

MAWIla

b 

✓   ✓ ✓  Computational 

complexity is 

high. 

Bigdeli et 

al. 2018 

[71] 

Spectral 

based and 

density 

based 

clustering 

The 

network 

anomaly 

detection 

approach to 

update the 

clusters 

incremental

ly while 

ignoring the 

redundant 

instances. 

KDD-99, 

DARPA9

8, NSL-

KDD 

✓  ✓   94 The new 

information can 

be collected till 

detecting the 

concept drift in 

order to 

effectively using 

the updating 

strategies. 

Viegas et 

al. 2019 

[76] 

Ensemble 

classifiers 

In order to 

store the 

network 

activity for 

further 

analysis and 

updating 

the 

classifiers 

regularly by 

marinating 

the 

reliability in 

the outputs 

MAWIflo

w 

   ✓ ✓  Need human 

assistance for 

labeling of 

rejected 

instances in order 

to collect more 

information 

about a new 

behavior. 
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of the 

classifier. 

Gao et al. 

2019 [68] 

Increment

al ELM 

Relevant 

features of 

the network 

traffic are 

adaptively 

selected and 

incremental 

ELM is 

applied to 

achieve 

better 

detection 

accuracy. 

NSL-

KDD, 

UNSW-

NB15 

   ✓  82 To further 

improve the 

detection 

accuracy in real-

time 

environment and 

extend this 

approach to 

industrial control 

system. 

Chayut et 

al. 2020 

[38] 

Self-

organizin

g 

increment

al neural 

network 

It represents 

how 

forgetting 

gracefully 

modeled in 

the adaptive 

neural 

network 

system by 

considering 

three 

parameters: 

idle time, 

trust 

worthiness, 

and un-

utility of a 

node. 

Synthetic 

datasets 

✓ ✓  ✓ ✓  The model is 

only designed for 

unsupervised 

learning 

Note: 1, noisy data; 2, concept drift; 3, space complexity; 4, online; 5, scalability 

In Figure 2 the accuracy rate of various incremental and online approaches are presented in which the 

work of [74] shows highest detection accuracy rate.  
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Figure 2: Accuracy rate of incremental and online learning approaches 

 

7. Open issues and future directions 

Incremental and online learning in non-stationery environment is a promising area of research in 

machine learning and computational intelligence due to its increasing pervasiveness in streaming 

and big data applications. Various studies have been presented in the literature to deal with 

challenges that are associated with incremental and online learning. However, existing work 

provides a limited picture of various incremental and online learning algorithms till date that cater 

the needs of an incremental model which perform optimally in every scenario. There are a very few 

publications with practical focus in the field of IL in a general way. Although, this list is not 

exhaustive, there are certainly several open issues and future directions that are found during the 

development of this paper. The following is the list of some open challenges and future directions 

that are discussed as below: 

• Ensemble of meta-parameters: The essential parameters such as learning rate, degree of 

error, regularisation constants, etc. are estimated in batch learning prior to training. To handle 

concept drift; meta-parameters such as learning rate plays a critical role in order to adapt the 

internal model continually. Concept drift turns the learning rate into model parameters. Some 

incremental strategies adapt to changes till detecting concept drift; since their choice is to 

adapt the changes according to the change in data characteristics. For this purpose, ensemble 

of robust meta- parameters along with meta-heuristics are required to optimize the internal 

cost function of the learning model during training. 

• Unstructured and heterogeneous data streams: To accommodate enormous amount of 

unstructured and heterogeneous data; big data possess challenges in order to mine data from 

heterogeneous data streams. The unstructured and heterogeneous data such as texts, images 

and graphs acquired from different data streams can possess different characteristics for e.g., 

multi-label, multi-dimensionality, spatial relationships and multi-scale. The focus of online 

research should include adaptive strategies that include new modeling under the presence of 

concept drift to handle such data. 

• Concept drift: One of the challenges with IL models is dealing with concept drift at run time.  

Different techniques are employed for addressing concept drift based on its type for e.g., 

gradual drift is addressed by passive methods, abrupt concept changes is handled by active 

approaches. Furthermore, virtual concept drift concern with input distribution only whereas 
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real drift is directly associated with classifier performance. A lot of work needs to be 

investigated in this direction by incorporating such factors into the incremental model 

especially to address real concept drift. 

• Efficient memory models: IL models work with limited data resources are bounded to store 

information in compact form provided by the observed data. “It is possible via various 

schemes such as classification error for explicit drift detection models” [46], model 

parameters in implied form (such as prototype or exemplar based methods) or explicit 

memory models [77] [78]. In order to store information in the form of examples; prototype or 

exemplar-based methods are exploited whereas explicit memory models represent memory in 

the form of a parametric model or depends on finite window of a particular training examples. 

Consequently, it is critical to carefully design the memory model for adaption in order to 

avoid the stability-plasticity dilemma. 

• Transient concept drift: In evolving environments where the concept drift is transient and 

the samples related to the change are limited then it is more challenging to detect change 

detection than the permanent ones. This is due to the fact that very small sample size is 

available for estimating the features that are utilized by change detection strategies. 

Consequently, it adds an overhead to effectively learn the features that contribute the change 

detection.  

• Consensus maximization (CM): The assumption for presenting labeled datasets for 

supervised algorithm or unlabeled for unsupervised one. Though, this assumption does not 

hold well in case of data streams that comprises a mixture of labeled and unlabeled data. The 

most widely used robust fitting parameters in computer vision is CM which is also an active 

research topic. In robust model fitting; outliers are removed in order to achieve robust and 

stable model. CM strives at designing a framework to construct and incorporate various 

supervised and unsupervised models for prediction. The use of Consensus maximization can 

be exploited for non-stationery data streams [79] [80] [81].  

 

8. Conclusion 

 

Incremental learning is a continuous or adaptive learning which emphasize on how model acquire 

and fine-tune its knowledge. In this paper, various incremental and online learning approaches 

employed for network anomaly detection model is critically analysed in order to provide gist of how 

these techniques have influence the detection model while mitigating the effects of concept drift, 

noisy data, stability-plasticity dilemma, and space complexity of the adaptive model. Several 

incremental classifiers along with the various challenges that come across while implementing 

incremental and online learning models are discussed. In large scale networks, the number of 

dimensions or features increases pose a great challenge for detection of anomalies in large datasets 

due to the amount of data require to generalize also increases. Comparative analysis of anomaly 

detection approaches pertaining to various challenges employed in high dimensionality and big data 

environments have been presented. This paper also summarizes key works of various researchers 

that focuses on adaptive and real-time learning in context of working with large datasets that require 

low-space requirements, high detection accuracy, dealing with noisy data, and stability-plasticity 

problem. Furthermore, open issues and future directions are underlined in order to provide an idea of 

challenges that need to be addressed associated with incremental and online learning models. 
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