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Abstract 

Recent day’s data is changing at an unprecedented rate in the world of data that will affect on our way 

to live. Challenges of big data addressing for the capturing, managing, analyzing, storing, and 

visualizing the big data. By these features, one can imagine the capability of big data in today’s life – 

but certain questions may arise in future that how it will be capable? Because of the increase in data 

day by day and mostly advances in analytics technology. Simultaneously we also want to improve our 

analytical computing in terms of performance evaluation and optimization of the QOS parameter for 

instant processing. For research and industry, in coming years, the ability to leverage Big Data is 

critically increasing.  In data market, data becomes an important strategic asset for survival of most of 

the industries in the data market. Only these industries are in the race and for those, who ignores the 

revolution risk are left behind and will not be able compete in the data market. The objectives of this 

research focus on the optimization of the QOS parameters such as accuracy, load, speed, security, 

trustworthiness of data by using the greedy approach of Artificial Intelligence and Machine Learning. 

This study comprises numerous categories of optimizing algorithms, which are referred and compared 

with resulting parameters to reach the specified goal. The optimized outcomes will help to design the 

resultant algorithm that will be capable to process any real-time data instantly. To improve the big 

data performance, good analysis is supported by machine learning methods. Hadoop simulator like 

YARN Scheduler Load Simulator (SLS) is used to solve such kind of task or problems. 

Keywords: big data, optimization model, data analysis algorithms, qos parameters  

 

Introduction 

Nowadays, the development of big data systems continues rapidly and has also gained an 

unquestionable accomplishment in recent years and over the next decade. Many service areas 

including industry and social platform such as socialistic, internet service provider and electronic 

commerce as well as a variety of experimental investigation areas such as enforcement, climatology, 

Bionomics and structure simulations of physics and big data systems are cover by these. 

Practically, tremendous, big data are represented by in testimony size and acceleration, unlikeness and 

variety of distinct data types and requirements of structure data processing. In the context of big data 

processing within an acceptable elapsed time requires advance big systems to bag, stock, investigate, 

and inspect them. In the fast progression of big data systems observed because of occurrence and rise 
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of new challenges, its complexity and diversity to study their cost effectiveness, energy productivity 

and performance [11] [14]. 

The processing of any real-life work required to minimize steps of operation leads to optimization as 

shown in the above fig.1. Generally, optimization applies on the known types of input data which is 

fed to the optimizer i.e. gradient descent algorithm. Optimizer reduces the number of steps in each 

operation, which is then input to the variant classes of machine learning algorithms and results into 

trained data. The prediction is made on the output of the machine learning model. If predicted output 

does not meet the required criteria, it gets input to the error function or cost function. Error function 

reduces the errors in the training data. This process continues till the required optimized result is 

obtained. 

Significantly, the sources of quality and quantity of data collection are increasing drastically. So as to 

handle the big data, on-hand traditional algorithms are not only the computing resources that are 

enough but also the deployments of new processing services onto clouds are now becoming a trend in 

innovations. For Big data processing regardless of QoS (quality of service), an allocation of specific 

cloud resource approach is required. Currently, the overall QoS demand of big data becomes more 

challenging to incorporate with cloud while the total yield of the system is reduced [13]. 

 
Figure 1. Machine Learning (Supervised) Optimization Model 

Research Method 

To cover a broad range ability of academic and scientific disciplines to process effectively with 

massive dataset has now become integral part of information technology world. In many contexts the 

big data is appearing in various form in today’s world and it ranges from social media, meteorology, 

genomics, biological, environmental research, structure physics reproduction, commerce, and trades 

to health protection. Per year companies are generating more than 1000 Exabyte, within ten years it is 

expected to increase 20-fold. Machines and devices, business management, cloud-based solutions etc 

can be used to develop data. It becomes inaccessible of essential data to its users, because of loosely 

structured data and often incomplete. technology solutions are used to optimize QoS performance. 

Modern tools are used to find visualize big data, analyze and transform it.  This is used to make it 

effective for decision making and operations [2]. 

The motivation from the various researchers as they introduced about their work on the various real-

time applications. The proposed system will optimize the QoS performance parameters using big 

data-based data mining algorithms and the AI. Xindong Wu et al. [1] had recommended a model of 

big data that dealed with the perspective data mining by presenting HACE algorithm. It became on 

demand for such data models used to analyze the various information sources and interested user 

including modeling, security and privacy considerations. The machine learning and Hadoop based 
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predictive analysis model for diabetic patient was introduced by Gauri D. Kalyankar et al. [2]. They 

found missing values and discovered new pattern by implementing Hadoop based machine learning 

model by using Pima Indian diabetes data set. Predicted model was able to provide the treatment to 

patients based on the risk level. 

Chu-Hsing Lin et al. performed the Taichung city data on land price data in through clustering 

algorithms. The results were visualized on google map by aggregation with R language of Hadoop 

HDFS and Map Reduce. Nine computing nodes with 3.5 times of acceleration were used to solve big 

data memory issues through cloud [3]. Siddharth Sahay et al. [4] proposed a new method in which 

Map Reduce framework for Hadoop Distributed File System (HDFS) is used to decrease the database 

scan. Cloud computing coupling processed remotely for scanning full table using Pincer-Search 

Algorithm. S. Suguna et al. [5] discussed the importance of e-commerce world to analyze log file for 

learning the user behavior system. The need of parallel transformation and stable data storage system 

required for analyzing web log files in large numbers. For that Hadoop framework was best suited that 

provided a sufficient storage. The storage is increased by distributing file System and parallel 

processing system for large database. The Analysis of Indian election strategies was created by 

Gagandeep Jagdev et.al [6]. To fulfill the objective of the research, apache Hadoop framework was 

used, which would comprise mining and extraction from the database and created from different 

districts in Punjab for election of contested MP by using thirteen information attributes which were 

related to different candidates. As based on previous track record of politician to set who would vote 

for to get correct governance? Structure clustering of huge data set using data mining style was 

discovered by the Kaustubh S. Chaturbhuj et al. [7] had found better initial cluster using PSO through 

centroids and K-means. 

Maedeh Afzali et al. designed the Hadoop-MapReduce framework using Apriori algorithm [8]. Rui 

Han and Xiaoyi Lu summarized the lessons in which they had learned and proposed a key challenge 

in two aspects: firstly, to developed data capable generators for preserving the four-V’s of big data in 

knowledge generation properties and secondly to automatic generation of benchmarking tool to test 

the typical application’s diversity of scenario just for different system implementations and software 

stacks support [9] [10] [11]. The Reliability and duration of congestion metrics were measured for the 

first time in 2016 further utilizing the benefits of commercial speed data [12]. 

Mohammad Mehedi Hassan et al. [13] discovered a dynamic method for handling of provisioning to 

cloud resource of QoS big data processing. The various cost reducing challenging issues were 

addressed for big data which would incorporate the QoS demand comprehensively. A direct relation 

with cost minimization proved and modified efficient metric with added threshold value for Min-Min 

heuristic algorithm. Efficient approach in static and dynamic workload environment verified with 

results. Amir Daneshm et al. proposed a highly structural deterministic decomposition algorithm to 

reduce the sum of a possibly non-convex differentiable function and a possibly non-smooth reparable 

convex function [11] [14]. 

A.K. Reshmy et al. had overcome the problem of the unstructured dataset which was enormously 

huge by proposing the K-Nearest Neighbor Algorithm of machine learning which significantly 

improved in outcomes than the other conveniently methods used. Also, in addition networked buying 

system with Hadoop Map-Reduce based was studied by them [15]. Chen Hongyan et al. demanded an 

efficient algorithm for sorting of large dataset. The algorithm was equivalent to sort keys of task 

driven technology and implementation was based on windows platform. The concurrency of database 

support was improved by comprehensive utilization of these technologies, so that the theoretical limit 

value closed to performance of big data ranking. The average Limit storage used at that time for 

processing of compressed utilization was 46%. To analyze this problem, Nagendla Ramakrishna et al. 

[17] proposed a technique that was able to increase parallelism in map function skew and structure 

serial squeezing for informant loading. 33% data load was reduced by developed HDFS module by 
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overlapping compression with data loading. The allocation of tasks based on uncompressed informant 

size was reduced by 66% through Map-Reduce module which would compare to 15% of standard 

compressed information   processing to allow users for achieving both performance and storage 

savings. 

Big data-based application algorithms on classification, clustering and association were studied by 

Vinothini and Dr. S. Baghavathi priya [18]. In this different features and applications related to big 

data are studied. It also details with challenges involve in big data applications. The big data 

importance might evolve true value, derived from it. Mingxing Duan et al. [19] proposed a big data-

based SELM algorithm for Spark structure framework to trigger the whole computing transform. The 

H-PMC method, Û-PMD method and method algorithm, was three parts of SLEM algorithm. Their 

experimental results showed that SELM algorithm obtained the highest speedup while guaranteeing 

the under the condition of the same parameters. The review examined by Tiago M. Fernandez 

proposed significant state-of-art scenarios of block chain technologies for applications in BIoT fields 

like smart cities, logistics, Healthcare, and energy management etc. [20]. Athira Unnikrishnan et al. 

compared different supervised classifiers. The required data was extracted from twitter API. Accuracy 

comparison among True Positive, True Negative, False Positive and False Negative was done by 

them. The allocation accuracies of supervised classifiers like Decision Tree, Support Vector Machine 

(SVM), Naive Bayes, Neural Network and k-nearest neighbor was compared on the twitter dataset. As 

per their research SVM allocator had highest classification accuracy than that of Nave Bayesian 

allocator [21]. 

2.1 Nowel Applications Functionalities 

Today the varieties of applications in big data are increased with number of distinct technologies. 

Table-1 below compares some of the novel research-based applications. This includes purpose of 

research, real time working dataset, their performance in terms of accuracy, which is proportional to 

impact on the desired system with its outcomes. Major findings in our study are that there are number 

of real-world applications which required optimizing in terms of their performance perimeters. 

Table 1: Literature summary of some novel application 

Ref. 

No. 

Objective Dataset 

Used 

Methodology 

Used 

% 

Accuracy 

Impac

t 

Major 

Improve

ment 

needed 

(Yes/No) 

[22] To derive sequential 

pattern mining for 

Ensemble learning based 

on deep learning model. 

Laboratory 

Dataset 

Deep learning 

models 

-Long Short-

Term Memory 

(LSTM) 

-Hopfield. 

97.17 %. Strong No 

[23] To study credit driven 

assessment framework for 

SMEs including big data 

from business, 

government, social media 

& networks. 

Small 

SMEs 

credit 

rating data 

Financial and 

non-financial 

data 

76.97% Slight Yes 

[24] To detect traffic 

congestion in Indonesia, 

especially DKI Jakarta 

Traffic 

Data 

Classification 

methods such 

as SVM 

98.92% Slight Yes 
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planted on Twitter Data 

adopting Machine 

Learning. 

Linear , k-NN 

and Naive 

Bayes 

[25] To detect falls of elderly 

people in indoor 

environments through IoT. 

SisFall 

dataset 

IoT, ML 

processing 

techniques 

based on 

decision trees 

91.67% Strong Yes 

[25] To detect falls of elderly 

people in indoor 

environments through IoT. 

SisFall 

dataset 

IoT, ML 

processing 

techniques 

based on 

decision trees 

91.67% Strong Yes 

[27] To study graph embedding 

and statistical relational 

learning method for 

retrieval of socio-

economic data 

Fiscal 

Dataset 

Stacked 

method with 

SRL 

framework 

88% Strong Yes 

[28] 

To provide advice for 

banks, a multi-class 

learning was studied from 

label proportions, and 

apply it to better 

management of customer 

relationships 

Customer 

Dataset was 

selected 

with 

customer 

ID, age, 

and credit 

score etc., 

attributes. 

EML 

LLP-EML 
80% 

Slight Yes 

[29] 

To study   semi-

supervised  learning as a 

method for reducing the 

effort and time utilized in 

data labeling. 

IMDB 

dataset 

Supervised 

deep neural 

network, semi 

s upervised 

deep neural 

network 

882% 

Slight Yes 

[30] 

To check the impact of 

BDQM in any big data 

project. 

SA Data 
LDA, SVM, 

NN 

Disastrou

s SA 

accuracy 

(32.40%). 

Slight Yes 

[31] 

To study the big data 

technologies for real-time 

occupancy detection 

Occupancy 

Detection 

Dataset 

IoT, Storm and 

Kaa 

95% Strong Yes 

[32] 

To Investigate the impact 

of using both touch 

screen-based and sensor-

based features in an 

authentication model 

using deep learning 

methods. 

HMOG 

dataset 

Training 

network on 

HMOG 

88% 

Strong Yes 
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The purpose of computation of units in graphics processing are used for speeding up [33] [44]. A 

CPU cluster over incomputable datasets via traditional parallel approaches. Image and video 

processing used for satellites, telescope, recognition of biological and medical images [34] [40], 

computer vision [39], automatic picture or audio annotations [34] [38]. Evdokia Kassela et al. 

developed a big data based analytical subsystem which gives resourceful solution. The solution is 

obtained using data analytics and machine learning technologies for elastic energy and base stations 

[35]. Sheila Alemany et al. designed a model that predicted the Unisys Weather data to collect the 

time frequency [36]. Dinithi Nallaperuma et al. [37] designed a new smart and dynamic traffic to 

analyze and integrate the AI element for problem-solving time in traffic management platform to 

control captured data streams. Recently rise of AI accelerators and cryptographic to optimized Intel’s 

Neural Processors [39] [40] for new hardware architecture generation has evolved. 

Alberto Cano et al. [41] did survey and proposed to analyze current trends of GPU computing for 

large-scale data mining and discussed GPU architecture for handling volume and velocity of big data, 

they also identified limitation factors for scalability of the problems open issues and future directions. 

In context of big data and machine learning the Classical methodologies in data mining could not be 

able to process massive and high-speed volumes of information.  J. Alcala-Fdeza et al. [42] presented 

new aspects of KEEL dataset which included the partition of it and have shown results. The idea of 

numerical precision training and inference were put to enabling deep learning inference and training 

of lower numerical precision by Andres Rodriguez et al. [43]. They had discovered that how deep 

learning frameworks were taking more advantageous of these reduced lower numerical precision 

functions between different categories of numerical precisions. A Machine Learning and Deep 

Learning frameworks and libraries survey of for large-scale data mining was done by Giang Nguyen 

et al. Data mining project tools used to decide and select challenging frameworks among divergent 

Machine Learning and Deep Learning user community’s different applicable areas like libraries, 

tools, and approaches [44]. 

The commonly used machine learning algorithms results were applied to the clinical data automatic 

classifier to diagnosed different diseases.  KNN and SVM played an essential role for their purposed 

system [45]. To detect the process of network storage steganography of machine learning algorithm 

were proposed by Cho D.X. et al. [46]. Riad Akrour et al. proposed a new optimization trajectory-

based policy for dynamic algorithm linearization [47][48]. 

Zeyi Wen et al. presented a powerful Thunder SVM open-source software toolkit which feat Graphics 

Processing Units (GPUs) at high performance and multi-core CPUs. Multiple language interfaces 

including massive parallel algorithm to large-scale data extends for a fraction of cost with a traditional 

high-performance C/C++, Python, R and MATLAB were used by thunder [48]. Moritz Hardt et al. 

proved that the stochastic gradient descent global optimizer effectively converges the peak likelihood 

purpose of an unknown linear time-inherent dynamical system generated by the system in their 

research from a sequence of noisy observations [49]. 

An adjacent pair of point dispute relationship along with interaction investigation exploited through 

Gian-Andrea Thanei et al. [50]. They discovered a run time algorithm for interaction search that was 

sub quadratic under strong assumption to search linearity for very strong interactions. An approach of 

detecting fake data source, which complements the piece-by-piece fake data detection algorithms in 

previous studies were proposed by Xiaofan Li et al. [51]. Assorted paths suggested figuring out the 

statistics piece by piece by them to understand a source by pushing data helpfully. Andrew Cotter et 

al. [52] explains some real-world issues to resolve most comprehensive study to-date of training 

classifiers with a extensive array of rate constraints. It mostly consist of new theoretical, algorithmic, 

and experimental results along with practical insights and guidance for using rate. Christoph D. Hofer 

et al. studied the approach to learned representation of task-specific barcodes. On other hand, their 

aim was to adapt the learning problem by preserving theoretical properties such as stability. This 
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projected a vector space barcode into a unite dimensional adopting a set of parameterized functional, 

so called design aspects for which they provided a universal construction scheme [53]. 

Jaouad Mourtada et al. [54] carried out the concern investigation of the standard exponential weights 

(Hedge) methods in the probability expert setting, closure of a gap in the existing research. A 

distributed optimization framework was proposed by Can Karakus et al. where they encoded and 

completed built-in redundancy dataset representation and the dynamically straggling nodes were 

employed as removed or as “erasures” at every repetition compensated by the embedded repetition. 

They appliance the recommended technique on Amazon EC2 clusters [55]. Akshay Krishnamurthy et 

al. presented a new active learning method used a square loss oracle to investigate the form space and 

drive the query planning for cost-sensitive multiclass classification that guarantees on running time, 

generalization error and label complexity. The main algorithmic research was a new way to figure out 

the higher and lower costs predicted by a regression function in the form space [56]. 

A novel sketching method robust frequent direction (RFD) was proposed by Cheng Chen et al., 

achieved a better performance than baselines by using second order online learning algorithms 

[55][57]. A labeled noise of multiclass classification with mixed models of membership and partial 

classification labels were examined by Julian Katz-Samuels et al. [58] characterized the three machine 

learning problems through mutual contamination models. Ben Dai et al. discussed a smooth 

collaborative system of recommendations which integrates the network structure of user-item pairs to 

improve prediction accuracy which would provide a flexible framework to exploit the covariate 

information, such as user demographics, item contents, and social network information for users 

and/or items. Although the proposed method as formulated was based on the latent factor model [59]. 

The forecasting approaches of building’s appliances for load development were integrated to achieve 

occupancy prediction and control of context-driven presented by S. Hadri et al. [60]. The energy 

consumption was forecasted by using IoT-Big data-based platform. They also suggested the recorded 

predictive data model for ARIMA, Random Forest (RF). Sarima et al. introduced a novel approach for 

sequential deep learning model to enhance the efficiency of accuracy during recognition of pattern 

mining. To enhance the ensemble learning sequential patterns scheme of generalization for mining 

algorithms [61]. Fatma Chiheb et al. [62] provided big data analytics integrated theoretical model that 

process the decision-making processes into various phases. To improve the organizations decision 

quality through theoretical DMP-BDE Model was used to allow decision-making based phases of Big 

Data processes. Algorithmic optimization of a research problem leads to the major role in the problem 

solving in terms of time and space complexity. Such a real-world problem in in data analysis required 

the optimization for their faster processing of data. 

2.2 Optimization Algorithms and their Research Scope 

Following table-2 shows that the existing optimization techniques in big data analysis. Table-2 shows 

that the algorithm creation, dataset used, future research scope and their purpose of use in real world 

problem solving Big data is radically changing in biomedical field to data analysis and interpretation 

with major challenges by advanced approaches. A powerful and effective system in personalized 

medicine with significant scientific and technical developments was created by Davide Cirillo et al. 

used a Biomedical Big Data [63]. The big data analysis association between outcomes of reported 

patients, Observer those who had reported toxicities and the radiation therapy in aspect of life of head 

and neck patients cured with cancer was proposed by Joel R. Wilkie et al. [64], their studies identified 

that the lifestyle, activities, and fatigue become the considerable items in clinical Questionnaire. 

Zachary N. Harris et al. proposed two approaches, first one was profiling read-based Approach and 

secondly to reduced assembly dataset-based approach to analyze efficiently on data set with large-

scale. Multiple machine learning techniques was to predict unknown samples precisely incorporated 

in the pipeline [65]. A multi-scale region positioned convolutional neural network (MR-CNN) with 
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small traffic sign perception was presented by Juan Du et al. Their experimental results were too 

superior for detecting small traffic sign and also achieved a significant performance [66][67]. Their 

WASS R-CNN method was achieved detection accuracy on the impressive challenging PASCAL 

VOC 2007 dataset. 

The problem of affective image emotion recognition analysis to its complexity and subjectivity was 

investigated by Tianrong Rao et al. their framework was automatically detecting an emotional region 

in multilevel deep feature maps [68]. 

The utilization method of big data technology explores in scientific research of military data 

administration and the development of scientific research big data platform.  A scientific research 

technical platform was built to provide big data military enterprises application on platform [69]. The 

reviewed cleansing process of big data challenge for data cleansing and methods for data cleansing 

were available. A value and veracity of the data must be taken into consideration for the evaluation of 

proposed methods [70]. Data analytics discovered the predictive power behind collected data 

addressed by using cleaning criteria. To understand knowledge discovery (KDD) in database, 

extracting information patterns. The presented framework accessed the distinct KDD processes 

starting from scratch [71]. 

The high frequency big data analytical frameworks studied by combining high effective learning 

algorithms with map reduce computation using PANFIS [72]. The high-performance distributed 

computing databases and architecture were studied for multiple exploitation re-configurable 

computing specific processing application like CPUs, and FPGAs efficiently; the data quality can be 

improved of outlier’s detection, data cleaning and data of missing interpolation [73]. A new patent 

segmentation method and patent analysis simplification was described by Maryam Habibia et al. 

The method was builds upon unsupervised text segmentation, text tiling and applied CRF sequential 

classifiers for segment classification [74]. Salah Ud Dina Junming Shao et al. proposed an online 

semi-supervised learning algorithm with a set of micro- clusters by modeling concept drifts method 

for capturing effective data stream learning. A quality based optimal pricing model of big data market 

was proposed by Jian Yang et al. [76] which allowed to maximize optimized quality level data 

platform owners and profits subscription fees. 

Table 2: Shows Research Scope and Purpose of Optimization Algorithms 

Ref. Algorithm 
Research 

Scope 
Purpose of Use Dataset Used 

[47] MOTO 
Complete

d 

Optimization of existing 

linearization dynamics 

algorithm 

--- 

[49] SGD Open 
Training recurrent neural 

networks 
--- 

[51] 

Developed theoretic 

model to capture the 

source of information 

Open 
Detection of Fake Data 

Source 
Model data traffic 

[52] 
“proxy-Lagrangian” 

formulation 
Open 

Optimized applications with 

Non-Differential 

Constraints 

Bank Marketing 

UCI benchmark, 

Adult income 

UCI, ProPublica’s 

COMPAS 

recidivism 

[53] SVM Open 
To learned barcodes with a 

task-specific representation 

EEG, MPEG-7, 

Animal  2D shape 
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[54] Hedge, SGD Open 

Optimization of standard 

exponential weights 

(Hedge) 

--- 

[55] 

Gradient Descent, L-

BFGS, and Proximal 

Gradient 

Open 
Optimization of Distributed 

Framework 

Amazon EC2 

clusters 

[56] COAL 
Complete

d 

Active Learning for Cost-

Sensitive Classification 

ImageNet40 and 

RCV1-v2 

[57] 
Hyper parameter free 

online Newton algorithm 
Open 

To optimize online learning 

algorithm with RFD 

a9a, gisette, sido0, 

farm-ads, rcv1 and 

real-sim 

[58] 

Membership with 

Multiclass Classification 

models, and with partial  

labels classification 

Open 
Decontamination of Mutual 

Contamination Models 

MNIST, Iris and 

Breast Cancer 

Wisconsin 

[59] Divide-and-Conquer Open 
smooth collaborative 

recommender system 

online music 

dataset from the 

Last.fm 

 

 

2.3 Applications Comparison 

Following table-3 shows that some of the notable big data analytical application having parameters 

likes data types, methods used, accuracy of an application, no. of sample data tested to achieve the 

specified results and their research focus on area. 

Table 3: Notable applications in Machine Learning 

Task Method 
% 

Accuracy 

No. of 

Sample 

Tested 

Research Focus Ref 

Big Data Analytics 

for health care and 

Personalized 

Medicine 

GLM 
 

99.90 

10 

Petabytes 

Healthcare and 

Biomedical 

Research 

[63] 

To access 

associations between 

varieties of patient-

reported outcomes 

(PROs) 

ORT, QOL 78 612 

Clinical 

Research 

(Questionnaires 

in the clinic) 

[64] 

Analysis of 

metagenomic data. 

Read based and 

Assembly based 

approach and 

Random Forest 

Prediction 

66.66, 60 

and 89.7 

Respectivel

y 

30 

General [65] 

Small Traffic Sign 

Recognition 
MR-CNN 71.3 1000 

General [66] 

Object Detection WASS R-CNN 85 5011 General [67] 
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Image Emotion 

Classification 

extraction for Multi-

Level Deep 

Representation 

R-CNN 87.51 100 

General [68] 

 

Methodology 

Results of the research are explained in this section. Along with the result part, comprehensive 

discussions are also described in this section. Figures, graphs, tables are used to analyze the results, 

this will make the reader understand easily [2, 5]. The discussion can be made in several sub-chapters. 

 

Figure 2: Proposed System Workflow 

The research plan comprises as follow: - 

a) Data 

b) Analysis Techniques 

c) Applying advanced data mining techniques. 

d) Use of Machine learning techniques 

e) Applicability 

f) Advanced testing through AI for optimized result (By newly adopted Algorithm) 

Discussion 

The data set and methods presented here is to identify an appropriate method of analysis. It is worth 

discussing these interesting facts revealed by the broad categories of research application in above 

discussion. Here we compared the results of the existing approaches with those of the traditional one. 

The limitations of the existing studies naturally exclude some sort of optimization. There were also 

some important differences and key findings that will act as pitfalls investigation problem in our 

research. However, it is possible to optimize or enhance the QoS parameter through advanced 



Wasis SupraptoBunyamin Maftuh, Helius Sjamsuddin, Elly Malihah 

9447 

machine learning algorithm with spark framework. Nonetheless, we believe that it is well justified in 

the above table to carry out our research. 

The first approach in the monotonic improvement of MOTO algorithm [47] with more refined 

extension is to bias-variance trade-off. In [61], the scope of enhancement of sequential patterns 

mining algorithms in ensemble learning model is introduced. There may be a scope as reviewed in 

[64], that investigation of PRO to improve outcomes in other body parts also. Possibility to increase 

the prediction accuracy of massive Meta genomic data using abundance-based machine learning is 

suggested in [65]. 

Conclusion 

In summary, the reviewed literature suggests that the systematic study of the different approaches 

related to optimization techniques towards Big data analytics through variety of machine learning 

algorithms. Researchers had done the specific work of their application and optimized only for the 

dedicated application. Needs to enhance the capability of the machine learning model to optimize the 

certain Quality of Service parameters. In future, our aim is to develop a universal algorithmic system 

to optimize the Quality-of-Service parameters by using the combination of the premier technologies 

like Big Database Mining Algorithm using Machine Learning and Artificial Intelligence by 

considering real world application.So that the upcoming system can be able to improve considerable 

performance of the big data analytics. 
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