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Abstract 

The main aim of the paper is to enhance the performance of a novel recommendation site for hotel by data 

mining.When we are about to view the rating of a hotel given by other people, we can’t rely accurately on 

it as there are many fake reviews. So we can overcome the problem by viewing only the ratings given by 

our friends and friends of friends in our trusted network. TrustSVD therefore created on top of a state of 

the art recommendation algorithm. By considering both the implicit and explicit influence of ratings the 

predictions are made. The proposed technique is used to merge with social trust information thus from 

that we can get the trusted network. Thus by using the trusted network reviews we can avoid the fake 

reviews. In case of cold start and data sparsity problem the friends of friends list is considered. 

I. INTRODUCTION 

When we are about to view a rating of a hotel given by other people, we can’t rely accurately on it. Thus a 

TrustSVD++ algorithm (explicit and implicit effect) and the trust on rating is used. Thus a trust network 

is a small network which incorporates trust based rating system. Trust Network is used because memory 

based systems are not applicable for large data sets.   Thus proposed model a novel recommendation site 

along with a social networking site is used. Various sites like Facebook, Instagram, Google + are being 

widely used by many people. OSN’s are a great platform to disseminate information, sharing information, 

poll answering etc First contribution is to conduct empirical analysis on trust and ratings to find 

relationship between them. The users are strongly correlated or weakly correlated to each other. As the 

social relationship of user are different based on that the relation varies. Thus the social relationship 

makes us to consider both the explicit influence and implicit influence. The first observation also used in 

solving many recommendation problem like N item recommendation. The second contribution is to 

incorporate both the implicit influence and explicit influence along with the trust information. The 

implicit influence gathered from truster and trustee is used to generate feature specific vector. The explicit 

influence is used to factorize the trust matrix into trust specific vectors and trustee specific vectors.  

Thus the ratings are bridged into a unified model. The third contribution is to do the experiments to find 

the effectiveness of the proposed system. This can be done by using different types of testing view. This 

process is done for all user and cold start user. This testing view is used to predicate the accuracy.  

First one is all view in which all the user who are involved in recommender system is included. Second is 

cold start view in  

which the users who have rated the items less than five are involved.  There are many issues as below, 

Cold start is a major issue in a recommender system where there are only few number of users who rate. 

Thus cold start is a major issue which has to be sorted out in a recommender system. Scalability is an 

important point to be noticed. Scalability is the practicality with which the process is implemented. Hence 

a recommender system must be scalable enough for a creating a recommendation model. Recommender 

system must be applicable for a long tail. The data must be completely updated every time on a database. 

Hence it must be done in a unique process. When choosing among algorithms, it is more important to 

note  that we can be more sure that the type of algorithm that we select will also be a better choice for the 

future not seen data the site system will be faced in the future. As we explained above developer should 
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exercise more importance in selecting the data so that it can be more similar to the online applications. 

Moreover  there is more possible that the method that results best on this test sets has done so as the test 

set was more suitable for that algorithm. To lower the possibilities of such statistical mishaps we should 

perform significance testing on the result set to be reliable and more accurate. Hence it is possible to trust 

a rating given by a user. Novelty and diversity of recommendation: There must be diversity in the 

recommendation offered by a recommender system so that the user can choose his requirements 

specifically. Sparse, Missing, Erroneous and Malicious data in which the proposed system must be 

reluctant to malicious data and missing data such that the users are provided with a rating in a more 

specific and reliable content is provided. Conflict resolution while using ensemble  hybrid approaches in 

which there may occur conflicts when recommending a certain item. Hence the recommender system 

must be able to address the situation. Hence the conflicts must be avoided. Ranking of the 

recommendations in which the ranking of the recommendations must be done in such a way that all the 

user requirements are satisfied while designing a recommender system. Impact of context-awareness in 

which the recommendation suggested must be a context aware result. Otherwise the recommender system 

may lose its properties. Impact of mobility and pervasiveness involves impact of mobile computing must 

not be seen in recommender system. It must be compatible with all kinds of hardware and software.  

II. DEFINITION 

The novel recommendation site regularized with user trust and item rating is developed by using the 

social networking applications and here both the explicit and implicit influence of the rating is considered. 

Recommended systems have been frequently used to provide people with valuable trust based 

recommendations from a great volume of available choices. Trusted rating plays a major role in e-

commerce activities such as navigation of product offerings, personalization, improvising Customer 

reliability and in marketing. The trust based system is implemented by using the collaborative algorithm. 

By using CF we can predict the taste of user in future based on his taste in the past. This can be done by 

finding the similar taste user and suggesting his preferences. CF has also been used in the field such as 

image processing and bio informatics. However, Collaborative Filtering suffers from two issues data 

sparsity and cold start. The first issue is that the ratings given by the existing user is very less which 

means they rate only a little portion. The second issue is that the new user will give only few ratings. This 

issues leads to data inadequate. Both the issue will reduce the accuracy of the recommender system. Thus 

the ratings for the not rated items are predicted in the proposed system. To overcome these two issues we 

consider the social trust information. Thus by using the social information the similar taste user can be 

identified. Thus the top recommendation will be high ratings given by that similar taste user. If a user 

search for the particular hotel then the ratings given by his friends are visible. If the user search for the 

recommendation of the hotel based on the taste the hotel get recommendation. The recommendation 

details are gathered from the trusted network user. If the friends list is not sufficient to recommend a hotel 

then the friends of friends list are considered from the trusted network. 

 

III.RELATED WORK 

A. RATING PREDICTION 

 

There are two method memory based approach and model based approach in both the cases rating 

prediction can be used. Now let us make survey on some memory based methods. Massa and Avesani [5] 

shows that many items are used for the recommendation and the accuracy of prediction is maximum and 

also the trust is included by finding the weight of the user in the trusted network. Golbeck [6] proposed a 

method called tidal trust which is used to find the aggregate value of the ratings of the trusted users and 

the trust is found in the breadth first manner. G. Guo, J. Zhang [7] tells that the user rating profile can be 

merged with the user of the trusted network for the betterment and also tells that by doing so the cold start 

problem and data sparsity problem is overcome. However memory based methods has a disadvantage in 

adapting to the large datasets and the time consumed to search the candidate in the large data set is more. 
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The model based method can handle the large data set and item prediction is accreted. The model based 

approach has higher accuracy rate and higher resistance to data sparsity problem compared with that of 

memory based approach tells Y. Koren, R. Bell[8]. G. Guo, J. Zhang[2]  says about clustering of users by 

multiple views of similar taste and trusted information  in order to solve  problem with low accuracy 

issues and all the issues of clustering based recommendations. M. Jamali, T. Huang[9] said about the 

model named a social trust stochastic block.  Here the user and item plays the major role. They are added 

to user and item network circle in the social network that are used for rating. The interactions of 

membership of group can conclude whether a user can connect with some other user thus used in 

prediction of the link or the user can also be focused in targeting the item. Moreover the result that is 

obtained empirically implies that the proposed model has more accuracy in predicting link than predicting 

the ratings. The most famous model is matrix factorization model based recommendation [8], [9] that can 

be used to divide the user item matrices into user feature matrices and then item feature matrices. 

Salakhutdinov [10] introduced that the  product obtained by several process for the item and user latent 

feature matrix can be used to predicate the items. To be specific, H. Ma, H. Yang[11] has created 

numerous methods by putting the trusted data to the matrix factorization technique. They first proposed a 

social regularization technique, named SoRec by only considering the constraint of social relationships. 

The idea is to use the user rating and trust to share a common user feature matrix. H. Ma, I. King, and M. 

Lyu [11] have found out a socialized trusted method called as RSTE which is used to merge the model 

named matrix factorization and another model named as trut based. The same authors say active user’s 

user specific matix average should be equal to the average of the trusted user which enables to form a new 

factorization model SoReg. A approach named as SocialMF, is developed by Jamali and Ester [13]. It is 

built on the SoRec top by using the trusted user’s contribution to the developing of the active user’s 

vector that are user specific. Instead of predictions of items property of trust propagation are enabled. 

  

B. ITEM RECOMMENDATION 

 

A short review is given on the recommendation of item based on the trust based model.Trustwalker is a 

walk type procedure which fuse the two major methods called ranking which is done based on set of 

items used and closest companion model.This was introduced by Jamali and Ester [20]. Q. Yuaan, L. 

Chen, and S. Zhao [12] combine membership and companionship which uses a method of factorization 

and it finally results into an even matrix.. These two types of relationships are different. In this paper  we 

are focused on either  of the friendly relationship which is either explicitly or implicitly oriented. 

Henceforth we are concerned to show the uses which has the relationship on the model S. Rendle, C. 

Freudenthaler [19] gives the model called Bayesian Personalized Ranking, which is abbreviated as BPM 

for recommendation of items which is based on user’s view derivation that are implicit. The active users 

rated item is generally considered as unrated item. The negative samples are considered as unawareness 

of item rather than dislikes. To overcome assumptions W.  Yao, J. He [18] introduced  a method which  

specifies the items popularly used by users and is also referred to be consumed by friends which leads to 

derivation of other users interest and it is called Social Bayesian personalized ranking abbreviated as 

SBPR.SBPR may not be accurate with certain systems which are recommender based. Certain systems 

which are recommender based may not be aware of BPR variants.  Jamali and Ester [20] proposes an a  

BPR to maintain diverse users view.  The exclusive BPR components are above the debate of paper.  

Recommendation of consumer items including predictions of users rating are the major recommendation 

procedures executed. It will differ in the diverse attributes. Initially  is that differences shows the 

variation. Item recommendation focus on arranged list of liked items, and it does not include the rating 

that are positive given by the user. In addition predictions of rating targets to predict the rating that is 

close. It is executed  that ranking without indirect means by using predicted ratings may lead to worst 

result ranking performance [19]. Further the Recommender system wants both the positive sample and 

negative sample whereas the rating prediction needs only the positive samples. Third the recommendation 

of items is evaluated based on the list of ranking of performance but the rating prediction is evaluated 
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based on the difference between the ground truth and prediction. Although the item recommendation is 

not so accurate it still predicts the ratings that are not given by the user which is defined by Ester [20]. 

Our work is focused only on the rating prediction rather than item prediction because the former is very 

effective. 

 

C. DATASETS 

 

For the process of investigation we conduct the analysis on four real world data sets. These data sets are 

FilmTrust, Epinions, Flixster and Ciao. First thing is that the available trust information is really very 

less. Second is that the user is strongly bonded with the outgoing user who are tusted. But they are weakly 

bonded with that of the trust alike user.The third observation is that for the incoming trust users can also 

get the similar conclusion. It won’t be that much effective if it considers only the trust alike relationship. 

The data sets such as FilmTrust, Epinions, Flixster and Ciao are used in analysis which contains both 

social relationship and item rating. The items in Epinions , Ciao are the huge variety of electronic items, 

sports related items. Item in FilmTrust and Flixster contains only films. The ratings in Epinions and Ciao 

are in the form of integers that are given from one to five. In the other data sets the user can share their 

ratings of the items with each other. Then based on the similar taste user is identified and used in the 

process of recommendation. The relationship in Epinions and Ciao are termed as trust relationships which 

construct social network. The relationship in Flixster and FilmTrust are termed as trust alike relationship. 

Further, the users in Epinions and Ciao specify the users as the trusted one based on their qualities and 

reviews made by them. Flixster uses the process of friend network, where relation of user is symmetric 

and rating is done for movies only.  FilmTrust uses the concept of trust and it uses binary values thus the 

trust alike is considered rather than trust. 

. 

III. PROPOSED WORK 

The recommendation model that is based on trust and which consider both user and item rating is called 

trustSVD. This  approach is on the top of the art state model  SVD++  in which  the explicit and implicit 

influence user ratings both are used on items that are involved to produce predictions. The ratings of user 

are given mostly in the pictorial form that is graphical form. In the friend of friend recommendation 

model used overcome the data sparsity and then cold start issues. Thus the mining process produces result 

to user graphical representations, in the form of overall rating graphical representation and show the 

relationship between the user and rated user and the individual rating of the particular user graphical 

representation. Online social network users can post their Text, Image and Video to public or friends. If 

user wants to view the post, it should be downloaded from online social network Server. If the content is 

available server triggers the both the neighboring devices and initiate a peer to peer mode of 

communication Posts will be filtered on a timely manner. The results are showed in the form of graphical 

representation. Online social network can be used for chatting, sharing post and multimedia 

communication. In our proposed system we mainly use a collaborating filter which means it is used to 

integrate the information of multiple users and their taste are calculated. This filtering process is used to 

filter the users from the large number of users. This user will get recommendation based on the filtering 

process. The main aim of our project is to consider the implicit and explicit ratings. The implicit ratings 

are directly given by the user whereas the explicit ratings are given based on the interest of the user. The 

existing method suffers from two problems. These cold start and data sparsity problem is overcome by 

considering the friends of friends list. In the recommendation site the ratings are done based on the 

expectation of that person and then there are also many fake rating. Thus the trusted rating can be 

obtained using trust based matrix factorization for recommendation. It makes use of SVD++ 

recommendation algorithm. The user’s social network site will be merged with the novel recommendation 

site. The rating done by the users are stored in the database. Both the explicit and implicit influence of 

rating is considered. The user can make decision by using the rating done by his friends in social media. 
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These rating are considered as trusted rating. The user can view the rating from his friend list in social 

network. Then the mining is done to filter the item and then display it to user. From that displayed item he 

can select the particular item and also he can see the different perspective rating of that particular item. 

Looking only into friend list sometimes may not give any matching giving rise to data scarcity and cold 

start problem. To overcome this we can see into friend of friend list. After mining the information is 

represented in the graphical form. It shows the graphical representation between user, rated user and 

individual rating. Based on this graphical rating the user chooses the items. The main domain of the 

method is data mining. Data mining is the process of analyzing the large data set and getting the 

information which we needed.  

 

IV. PERFORMANCE 

A. TECHNIQUES USED 

    Thus in the proposed model a novel recommendation site along with a social networking site is used. 

For this purpose three primary algorithms are used, they are Collaborative filtering algorithm, 

Recommender systems algorithms, Distributed and Privacy Preserving. The use of collaborative 

algorithm is Automatic prediction is made about the interest of the user. This works by gathering the taste 

and preference of the many user. The users are categorized based on the ratings done by them. The rating 

may be done to any items like book, dress, film and more. Based on the rating the similar taste users are 

indentified thus the user will recommendation for the item to which the similar taste user has rated highly. 

The item item matrix is developed based on the relation between the two items and it is related to user 

preference. Then the user matrix is analyzed to find the taste of the user. The recommended systems 

algorithms are used for Recommended system is used to predict the item to the user based on his 

preference.Here the list of recommendation is produced by using Collaborative filtering .In the 

recommendation system the user and item form a utility matrix. In the matrix the user item pair 

corresponds to the degree of preferences of the person for the item. The distributed and privacy 

preserving algorithm is used for If we have set of data, the data should be analyzed to find the pattern and 

trends of data without tracing the individual. This can be done by altering the data before giving to data 

miner. 

B. ARCHITECTURE 

 
In the architecture design there are four main modules and they are trusted network, recommendation site, 

recommendation engine and data mining. The trusted network is formed by using the social networking 

application and the recommendation site is with normal performance. During recommendation the 

recommendation engine makes use of the filtering process to filter the hotels. The process has two 

databases, one is to hold the value of the trusted network and the other is to hold the rating values. The 

user matrix and user item matrix are developed based on the information that is available on the database. 
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C. WORK FLOW 

The proposed recommendation site has the preprocessing activities and then the overall rating of the 

hotels. The overall rating of the hotel is filled by using cumulative values .The recommended system is 

merged with the social media application. Using the social media the trusted network is formed. Then 

rating has done by the trusted friends and friends of friends play the vital role. In the recommendation 

system two matrices are used. The first one is the user-user matrix which get filled using the trusted 

network, if user is in the trusted network then filled by one else filled by zero. The second one is user item 

matrix. If the user had given rating to that item then it get filled by that value otherwise using 

collaborative filtering algorithm the matrix is filled. The user can either search the rating for the particular 

hotel or he can get the suggestions for the hotels. The higher priority of the similar taste user is suggested. 

Ten the recommendation algorithm is used to suggest the highly rated hotel to the user.  

 

D. TRUSTSVD MODEL 

In the social networking application trusted network is formed by adding friends whom we trust. Also the 

trusted network is not symmetric in nature if a user is present in the trusted network of other user then it 

does not mean that the other user also in the trusted network of that user. Thus the user cannot be in the 

trusted network of the other user unless he adds that user. The user can rate the items from one to five 

integers. The item can be anything like film, gadgets, and hotels. Based on the rating the similar taste user 

is identified. Based on the rating of the user the item get recommended. If the user not rated then the 

rating is predicted based on the preference by using user user matrix and user item matrix. The rating for 

item j on user u is predicted by, 

 

 
Implicit influence of the trusted user is given by the equation, 

 

 
Implicit influence of the trusting user is predicted by, 

 

 
The two implicit influence are linearly combined using the following equation,  

 

 
The over fitting problem is the major issue which is avoided by using the weighted lamda regularization 

method. Then the learning algorithm is framed for the efficient work. This algorithm takes the input as 

user user matrix,user item matrix, regularization parameters. The output of the parameter is the rating 

prediction. Initially the parameters are initialized with random and small values. Finally the learned vector 

is returned as the output. The trustSVD model uses both the explicit and implicit influence of the user 

rating. 
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The learning in the trustSVD model is given by the algorithm, 

 
 

                 

V. EVALUATION 

 

In this section we conduct much number of experiments in order to analyze and evaluate the concept. 

Various evaluation techniques is used to find out the accuracy and standard of the proposed work. 

A. EXPERIMENTAL SETTINGS 

In testing views two types of data sets are used for testing. First one is all view in which all the user who 

are involved in recommender system is included. Second is cold start view in which the users who have 

rated the items less than five are involved. The five fold cross validation is used for learning and testing. 

Here we randomly split the each of the data set as five fold. The iteration are considered as four fold. 

Then the test views are the remaining folds. Five iteration processes is carried out to check the five folds 
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B.  EVALUATION METRICS 

We use two popular metrics to analyze and predicate the accuracy, they are mean absolute error and then 

root mean square error which are defined by: 

 
Where N indicates the ratings for test. The prediction value is accurate if the value of MAE and RMSE is 

very small. Since the RMSE puts lots of weight on the error the loss function is used. The accuracy of 

RMSE is more than MAE to measure the prediction performance for the work. In addition, if the 

difference between MAE and RMSE is more, then larger the variance of  the predictive errors. 

                     

V1. CONCLUSION 

 

Thus the proposed novel recommendation model has concluded that there should be trust and rating. By 

the analyze of four real data set it is cocluded that the trust and ratings are complement to each other In 

the trust model we consider both the explicit and implicit influences. And also the influence of both the 

tuster and trustee is considerd. The weighted-lamda-regularization method is used in the generation of  

latent vector of user and item. It is known that the social trust information of the user can improve the 

accuracy of the recommendation. The recommender system is based on item recommendation and rating 

prediction. The algorithm can be designed only for any one and we focus on rating prediction. The 

proposed model is used to overcome cold start problem and data sparsity problem. 

      

References 

 

1. R. Forsati, M. Mahdavi, M. Shamsfard, and M. Sarwat, “Matrix factorization with explicit trust 

and distrust side information for improved social recommendation,” ACM Trans. Inform. 

Syst.,vol. 32, no. 4, pp. 17:1–17:38, 2014. 

2. G. Guo, J. Zhang, and N. Yorke-Smith, “Leveraging multiviews of trust and similarity to enhance 

clustering-based recommendersystems,” Know.-Based Syst., vol. 74, pp. 14–27, 2015 

3. W. Yuan, D. Guan, Y. Lee, S. Lee, and S. Hur, “Improved trustaware recommender system using 

small-worldness of trustnetworks,” Know.-Based Syst., vol. 23, no. 3, pp. 232–238, 2010. 

4. H. Fang, Y. Bao, and J. Zhang, “Leveraging decomposed trust in probabilistic matrix factorization 

for effective recommendation,”in Proc. 28th AAAI Conf. Artif. Intell., 2014, pp. 30–36. 

5. P. Massa and P. Avesani, “Trust-aware recommender systems,” in Proc. 1st ACM Conf. 

Recommender Syst., 2007, pp. 17–24. 

6. J. Golbeck, “Generating predictive movie recommendations from trust in social networks,” in 

Proc. 4th Int. Conf. Trust Manage.,2006, pp. 93–104. 

7. G. Guo, J. Zhang, and D. Thalmann, “A simple but effectivemethod to incorporate trusted 

neighbors in recommender systems,”in Proc. 20th Int. Conf. User Model., Adaptation 

Personalization, 2012, pp. 114–125. 

8. Y. Koren, R. Bell, and C. Volinsky, “Matrix factorization techniques for recommender systems,” 

Computer, vol. 42, no. 8, pp. 30– 37, Aug. 2009. 

9. Y. Shi, P. Serdyukov, A. Hanjalic, and M. Larson, “Nontriviallandmark recommendation using 

geotagged photos,” ACM Trans. Intell. Syst. Technol., vol. 4, no. 3, pp. 47:1–47:27, 2013. 

10. R. Salakhutdinov and A. Mnih, “Probabilistic matrix factorization,” in Proc. Adv. Neural Inform. 

Process. Syst., 2008,vol. 20, pp. 1257–1264. 

11. H. Ma, I. King, and M. Lyu, “Learning to recommend with social trust ensemble,” in Proc. 32nd 

Int. ACM SIGIR Conf. Res. DevelopmentInform. Retrieval, 2009, pp. 203–210. 



TRUSTED RATING FOR SNA USING SVD MODEL 

 

11058 
 

12. Q. Yuan, L. Chen, and S. Zhao, “Factorization vs. regularization: Fusing heterogeneous social 

relationships in Top-n recommendation,” in Proc. 5th ACM Conf. Recommender Syst., 2011, pp. 

245–252. 

13. M. Jamali and M. Ester, “A matrix factorization technique with trust propagation for 

recommendation in social networks,” inProc. 4th ACM Conf. Recommender Syst., 2010, pp. 

135–142. 

14. X. Yang, H. Steck, and Y. Liu, “Circle-based recommendation in online social networks,” in 

Proc. 18th ACM SIGKDD Int. Conf. Know. Discovery Data Mining, 2012, pp. 1267–1275. 

15. J. Zhu, H. Ma, C. Chen, and J. Bu, “Social recommendation using Low-rank semidefinite 

program,” in Proc. 26th AAAI Conf. Artif. Intell., 2011, pp. 158–163. 

16. B. Yang, Y. Lei, D. Liu, and J. Liu, “Social collaborative filtering by trust,” in Proc. 23rd Int. 

Joint Conf. Artif. Intell., 2013, pp. 2747–2753. 

17. J. Tang, X. Hu, H. Gao, and H. Liu, “Exploiting local and global social context for 

recommendation,” in Proc. 23rd Int. Joint Conf. Artif. Intell., 2013, pp. 2712–2718. 

18. W. Yao, J. He, G. Huang, and Y. Zhang, “Modeling dual role preferences for Trust-aware 

recommendation,” in Proc. 37th Int. ACM SIGIR Conf. Res. Develop. Inform. Retrieval, 2014, 

pp. 975–978. 

19. S. Rendle, C. Freudenthaler, Z. Gantner, and L. Schmidt-Thieme, “BPR: Bayesian personalized 

ranking from implicit feedback,” in Proc. 25th Conf. Conf. Uncertainty Artif. Intell., 2009, pp. 

452–461. 

20. M. Jamali and M. Ester, “Trustwalker: A random walk model for combining trust-based and 

item-based recommendation,” in Proc.15th ACM SIGKDD Int. Conf. Know. Discovery Data 

Mining, 2009,pp. 397–406. 

 

 

 

 

 


