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Abstract  

Cloud security has risen to prominence as a major concern in recent years. There are numerous 

security frameworks in use today to protect the environment.   Attackers, on the other hand, have 

always found a way into t h e  organization. In addition to the existing frameworks, the security 

frameworks must be extended to include the new dataset. Publicly available data sets are no longer 

effective in detecting new types of assaults and are therefore useless. The UNSW-NB15 data set is 

used as an offline dataset in this research to train an algorithm to detect malicious network traffic. 

Furthermore, this work produces its own real-time data collecting by establishing a private cloud 

environment at the home lab, which serves as a functioning example of the suggested intrusion 

detection methods. We used VMware vSphere to generate logs from a real-time environment, as well 

as malicious and non-malicious traffic on virtual machines in a private cloud environment. This 

dataset is used as a test data set to assess the performance of the proposed model. The recommended 

model with UNSW-NB15 and real-time data set has a higher accuracy rate than other existing 

techniques. 
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1. Introduction 

Cloud security has risen to prominence as a major source of concern for many individuals in recent 

years. Cybercrime is becoming more prominent as a result of technological improvements over the 

last generation, as well as the rapid growth of digital mediums such as transportable smartphones 

and social Media of Things [1]. When people are utterly oblivious of the majority of their daily 

actions, it becomes stressful. Apart from individuals, a large number of these exploits and assaults 

are directed at critical infrastructure and organizations. Cybersecurity is a large field of computer 

science that encompasses study into numerous methods aimed at ensuring data security. Securing the 
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environment requires the use of many frameworks and detection systems [2]. Intrusion detection 

systems give a method for coping with these attacks by adding another form of security against 

threats. Along with the increase in the number of commonplace dangers, the data flow on networks 

can be examined. It is possible to acquire insight into an attacker’s behavior by identifying patterns 

in data from previous attempts. This enables you to distinguish between dangerous and benign 

packets and hence classify them appropriately [3]. 

On the other hand, attackers have always been able to infiltrate organizations. Additionally, to the 

conceptual systems, security frameworks must be extended to include the new dataset. Publicly 

available data sets are no longer effective at detecting new types of attacks, rendering them useless 

[4]. This research uses the UNSW-NB15 data set as an offline dataset to develop a classification-

based system for detecting malicious network behavior [5]. Additionally, this work collects real-time 

data by establishing an internal private cloud environment in a home lab, which serves as a 

functioning demonstration of the suggested intrusion detection algorithms. This study used VMware 

vSphere to construct a real-time environment, as well as malicious and benign traffic on virtual 

machines in a private cloud environment. This dataset is used as a test data set to determine the 

proposed model’s performance. It can be downloaded here. The recommended model, which is 

based on the UNSW-NB15 and real-time data collection, has a greater accuracy rate than other 

existing techniques. We also collected data from numerous data center endpoints, including 

Windows servers, Linux servers, ESXi hosts, and other operating systems. We gathered logs from a 

variety of platforms utilizing vRealize Log Insight, vRealize Network Insight, Syslog Server, System 

Event Logs, ESXi Host Event Logs, and User Behaviors. We generated the and PCAP files using 

Kali Linux, an Ubuntu workstation, and a Windows server. We trained the model using the UNSW-

NB15 dataset and tested it on real-time data obtained throughout this procedure. 

The study defines harmful behavior in five categories: exploit, denial-of-service, probe, generic, and 

normal [6]. While firewalls are an efficient way to control access to internet resources, attackers have 

devised a variety of ways to circumvent them. The proposed system is built on a technique for 

detecting abuse,  allowing it to function as an enhanced firewall.  As a result, the capabilities of the 

system are not restricted to those of an IDS [7]. The proposed IDS appears to have the advantage of 

assisting the administrator in classifying collected data into five categories, one of which is normal, 

resulting in a lower percentage of false alarms than an anomaly-based IDS. 

The proposed paradigm has been successfully implemented in a variety of industrial domains.   It is 

widely utilized     in a variety of industries and entails data collection and real-time system 

monitoring. The proposed IDS is intended to identify harmful attacks automatically. The proposed 

intrusion detection system (IDS) is capable of collecting and analyzing a variety of factors, such as 

network traffic and security logs.  Additionally,  the suggested IDS can determine whether  the 

system has been compromised by evaluating the data and information passing through the system’s 

critical points. Additionally, evidence collection via digital forensics is a crucial area where IDS can 

be utilized extensively. The updated version of IDS can be used to send an email warning to the 

administrator or to activate the detection or prevention tool, which records the system’s current state. 

Notably, the obtained system image will comprise the whole contents of the system at the time of the 

attack. As a result, these photographs can be presented as evidence in court. Thus,  it is clear  that the 

suggested IDS may be successfully employed to ensure the security of the information technology 
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environment and in the realm of digital forensics. The proposed technique can be used to defend 

against several network-based assaults on such systems. Additionally, it applies to all businesses 

where it will be installed on a computer system to protect the organization’s data. Any suspected 

behavior will be reported to the security administrator for investigation and possible remediation. 

Additionally, the proposed methodology applies to securing the Internet of Things (IoT) devices. As 

a result, our proposed IDS acts as a dog sitter, constantly scanning the internet for potential threats 

[8]. 

2. Dataset Preparation 

This section discusses the numerous facets of experimentation in detail. This work discusses 

algorithms for two-class classification. Classification models were developed in four stages: 

preprocessing, feature selection, model training, and model testing. UNSW NB-15 consists mostly of 

47 attributes and two class labels [9]. The dataset contains continuous, discrete, and symbolic 

features spanning a wide range of values,  and so requires pre-processing.  Throughout the trial,  all 

nominal characteristics were transformed into integers. Numerical characteristics with a wide range 

are challenging to manage. As a result, feature scaling was used to reduce their range of possible 

values. Scaling was not required for Boolean characteristics. To determine the least and greatest 

values for each attribute in the range [0, 1], min-max normalization was used [10]. 

2.1. Data Collection 

We have collected two types of the dataset for this work. One is from UNSW-NB15, and another is 

from a real-time environment. 

UNSB-NB15 Dataset: The dataset was created with the help of IXIA perfect storm. It is separated 

into nine categories of modern assault types, and it replicates the flow of traffic regularly. There are 

49 features in this data collection, which are classified into different categories. There are numerous 

datasets available for IDS analyses, including the KDD98, NSLKDD, and others. However, none of 

these datasets cover the most recent types of attacks. Following the findings of recent IDS research, 

it has been determined that these datasets do not correctly reflect real-world traffic behavior and 

current network threats. The characteristics of UNSW-NB15 are divided into several types of flow 

characteristics, including; 

• Fundamental characteristics 

• Content characteristics 

• Time characteristics 

• Additional created features. 

Real-Time Dataset: We created our own real-time data collection for this step to test the proposed 

model.  The data  set is created by setting up a home lab environment with an Intel NUC machine 

and virtualization software. This lab is comprised of three ESXi hosts and numerous virtual 

machines, one of which serves as an attacker and the remainder as a typical user. For 30 days, we 

monitor the network’s packet flow. On each system, Kali Linux is deployed for the aim of 
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monitoring. Kali Linux is a prominent open-source platform that provides hackers with a suite of 

security tools. In the lab, we deploy metasploitable operating systems on victim nodes. To generate 

real-time data, msfconsole (Kali) is employed as an attacker generation on the network, with a 

metasploitable and purposefully susceptible version of Ubuntu serving as the victim. Here we 

identified the hardware for ESXi Hosts, vCenter Server, and Distributed IDS [11]. We also ensured 

that assets are lying in the network and do not have any production impact. We also verified the 

network ports which are required for packet capturing. The virtual machines which are part of the test 

should have communication and be reachable to North-South, and East-West traffic. We enabled 

Wireshark on source and destination IP as per the below figure. We captured the PCAP file for 

further analysis and documented the detected threats. 

Figure 1. Basic architecture of test environment 

 

We are using vSphere Client in which we have Two Datacenters as showing in Figure 2. This 

environment has been used to collect the dataset from a real-time environment. 

Figure 3 represents the virtual machines that exist in SA-Datacenter. These virtual machines will be 

used to generate traffic. 

We logged to ubuntu client machines to generate malicious traffic as showing in Figure 4. 
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Figure 2. Private Cloud Infrastructure to collect the dataset 

 

Figure 3. Built Virtual Machines for Client Machines 

 

Figure 4. Generate Malicious Traffic from Ubuntu Client Machine 
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We Installed Wireshark in the test environment to collect the PCAP file, as showing in Figure 5. 

 

Figure 5. Installed Wireshark in Test Environment 

Figure 6 represents the capture logs using Wireshark. 

 

Figure 6. Review of captured logs using Wireshark 

The collected dataset has been stored in a Hardrive for further processing which has been discussed 

in the next sub- sections. 

2.2. Data Pre-Processing 

Pre-processing is associated with data cleansing. It comprises the removal of redundant 

characteristics, those which do not contribute to the high IG, and their replacement with derived 

factors extracted from many other features in the data. 

Bearing in mind that some machine learning models require data in a particular format, e.g., the 
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Random Forest Method does not allow null values.  records containing null values must be 

eliminated or replaced with substitute values [12].  This issue can be remedied by the use of 

imputation. Additionally, certain machine learning algorithms are incapable of processing data types 

apart from integers and floats. This interoperability issue can be resolved by typecasting the values or 

by eliminating the non-compliant functionality.  Another critical aspect of data pre-processing is that 

the data should  be consistent with several algorithms to ensure consistency and to reduce 

computation complexity [13]. The following pre-processing was performed on the UNSW-NB15 

data set: 

2.2.1. Imbalanced Dataset 

Imbalance refers to an erroneous class assignment within the data collection. A data imbalance 

results in a skewed classification. This issue is evident in the UNSW-NB15 data set. Normal packets 

account for more than 87 percent of the data set’s total flow. To address this issue, we employ an 

approach comparable to under-sampling an unbalanced data set. We reduced the number of normal 

packets by 50% while maintaining the number of packets of many other classes at their original 

level. The remaining statistics now account for 60% of the total. 

2.2.2. Missing Value Imputation 

We observed that some of the data in the collection had missing values. Missing data can inject 

significant bias into data administration and interpretation, making it more difficult to handle and 

evaluate the data and decreasing its accuracy. Without a doubt, the three features with the highest 

frequency of missing values are the following: the ct flw HTTP mod, the is FTP login and the ct FTP 

cmd. Records with a high percentage of missing values for one characteristic are more likely than 

other records to have a high percentage of missing values for one or more other characteristics as 

well. Currently, we have two options for resolving this problem. We had the option of discarding 

these samples or doing imputation on them. Since eliminating attributes will affect the accuracy of 

the solution, we applied imputation. 

2.2.3. Feature Extraction & Selection 

Feature extraction is a fundamental topic in machine learning that has a significant impact the 

accuracy for prediction. The data attributes used to train machine learning models to have a 

significant impact on our results. By utilizing feature extraction, we can increase accuracy and also 

reduce training time by eliminating over-fitting [14]. In this work, we employ the feature significance 

method in conjunction with Random Forest. Several features were eliminated during preparing the 

data type, the last two of which are labels as binary and multi-class which as different types of 

attacks. It is discovered that a few characteristics contribute the most to classification. This may 

result in over-fitting. To address this, we eliminated the top most important features, namely sload, 

sttl, sload, smean, and ct_state_ttl. Together, these five traits store over 70% of the variance. We used 

imputation techniques and calculated the feature’s relevance. It is seen that the top features obtained 

using each of the three imputation strategies are identical [15]. 

2.2.4. Splitting the Data 

UNSW-NB15 dataset has been divided into two parts. One set is for training purposes and another 
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set is for testing purposes. The ratio of the dataset is 80:20. Data with 80% is used for training the 

model, and the rest of the 20 percent has been used for testing the model. We have also used real-

time data to test the model after the training is done through the UNSW-NB15 dataset. 

3. Implementation & Result 

3.1. Experimental Setup 

This experiment is performed on Intel NUC Box which is Intel i7 CPU, 64 GB of Memory, and 2 

TB of Hard drive on each physical server. We utilized 5 NUC Boxes to set up a private cloud 

environment. Various Vmware tools have been used to create an Infrastructure that includes ESXi, 

vCenter Server, vRealize Network Insight, and Virtual Machines. Each virtual machine has Kali 

Linux installed for generating malicious and normal attacks in the environment. After preparing the 

infrastructure, we proceeded with the data collection phase and performed the experimental part using 

several classifiers. The evaluation matrix and result section are discussed in the next sub-sections. 

3.2. Evaluation Matrix 

Several metrics are considered when evaluating the effectiveness of model which is trained on the 

UNSW-NB 15 dataset. The metrics including TP, TN, FP, FN. TP Stands for True Positive, TN 

stands for True Negative, FP stands for False Positive, FN stands for False Negative. FP counts the 

total number of incorrectly classified attacks, and FN denotes the number of incorrectly classified 

non-attack rows. TP indicates the number of relevant classified attacks, TN indicates the number of 

relevant classified. 

We define memory, accuracy, precision, and F1 score in the following ways: 

TP + TN 

Accuracy =  

 

TP + TN + FP + FN 

Precision = TP TP + FP 

 

Recall = TP TP + FN 

 

 

 

3.3. PerformanceEvaluatin 

F 1 Score 

= 

2 X Precision X Recall Precision + Recall
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This section summarises the findings from the initial stage of the study, referred to as the preliminary 

findings. It was suggested that the models work well when data is collected in real-time. When the 

proposed model is supplied with the real-time data set, its performance can be evaluated. The 

confusion matrix in Table 1 illustrates the numerous types of assaults that could be launched against 

the proposed IDS technology. Comparison analysis of different type of attacks are showing in Figure 

8. Table 2 shows the precision and recall as well as other metrics values for real-time datasets using 

the proposed model. Comparison analysis of Model performance is represented in Figure 9. In 

comparison to DoS and Exploit, Normal and Probe had the highest precision and recall levels. 

Additionally, DoS has a higher recall than Exploit. For the five categories depicted in the figure, the 

accuracy is 93.8 percent, and the ADR is 98.29 percent. Based on these findings, it can be concluded 

that the proposed model performs adequately on the real-time dataset. Random Forest outperformed 

its competition when used as a binary classification method, obtaining an accuracy of 93.8 percent. 

We believe it has the potential to dramatically improve accuracy. 

Table 1. Confusion Matrix 

 Prob

e 

Exploi

t 

Generi

c 

DoS Norma

l 

Probe 1770 70 10 0 70 

Exploit 0 1970 180 0 30 

Generi

c 

0 100 1430 60 190 

DoS 0 370 0 1390 0 

Norma

l 

10 50 0 20 1820 

 

4. Conclusion 

This work provides a comprehensive classification-based detection system which assesses its 

efficacy on both publicly available and real-time data sets. The UNSW-NB15 data set is used as an 

offline dataset in this research to train an algorithm to detect malicious network traffic. Furthermore, 

this work produces its own real-time data collecting by establishing a 

 

Figure 7. Comparative Analysis of various attacks 
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Table 2. Performance Evaluation of Model 

 Recal

l 

Precisio

n 

F1-

Score 

DoS 76.93 96.55 88.12 

Exploit 92.36 75.94 84.15 

Norma

l 

96.89 88.11 92.88 

Generi

c 

82.44 89.72 86.13 

Probe 94.13 99.54 96.76 

Figure 8. Comparison Analysis of Model Performance 

private cloud environment at the home lab, which serves as a functioning example of the suggested 

intrusion detection methods. We used VMware vSphere to generate logs from a real-time 

environment, as well as malicious and non-malicious traffic on virtual machines in a private cloud 

environment. This dataset is used as a test data set to assess the performance of the proposed model. 

The value of numerous evaluation metrics is discovered to perform better than that of other current 

classic models. Once the attack is carried out, the proposed detection model has access to the new 

signatures. Our IDS model has been upgraded to include a signature that will prevent attacks from 

these categories. The recommended model with UNSW-NB15 and real-time data set has a higher 

accuracy rate than other existing techniques. The proposed model is 

93.8 percent accurate. This proposed integrated model functions as the best algorithm for detecting 

the malicious Behaviour in the Cloud environment. 
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