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Abstract 

Recently, the number of people affected by bone cancer is increasing at a rapid rate. This type of cancer can be 

cured easily, if identified at earlier stages. Modern imaging techniques are popularly used for the diagnosis of 

bone cancer. In this research, we propose a new methodology for the identification of bone cancer. In this 

methodology, the first step is the acquisition of bone images using imaging techniques. The next step is the 

filtration using 2D Hybrid Bilateral filter. The third step is enhancement using proposed Edge Preservation 

based Contrast and Brightness Equalization (EPCBE) algorithm. This algorithm was designed such that 

histogram equalization was done with the aim to preserve the edge information of the images. The next step is 

the clustering which is performed using Improved Fuzzy C Expectation Maximization (IFCEM) algorithm and 

thresholding is done using adaptive Otsu (AO) thresholding algorithm. Then, the Grey level Co-occurrence 

matrix (GLCM) and Grey level difference method (GLDM) matrices are extracted. From these matrices, various 

statistical features are extracted. Finally, the classification is done using RNN network architecture. The 

proposed methodology achieved robust results in terms of various evaluation metrics like mean square error, 

Jaccard coefficient, specificity, recall etc. In particular, the proposed scheme achieved minimal mean square 

error of 0.87, high Jaccard coefficient of 0.761, high specificity of 96.25% and highest recall rate of 96.52%. 
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1. Introduction 

Cancer is a deadly disease that has high death rate. It is estimated that by the year 2030, the number of cases 

having cancer will be around 25 million [1]. Bone cancer accounts to about 0.2% of cancer diseases in the 

world. The people with this ailment suffer from severe pain. The survival rate of this type of cancer is high 

when the diagnosis is done at an early stage. The survival rate of bone cancer with early diagnosis is around 

62.3% [2].  

Long term survival of these patients is possible using treatments based on chemoradiotherapy. Recently, 

treatments based on nano technology is found to produce better survival rates. Here, the carriers for the 

treatment are in the form of nano particles [3]. Over the past few years, the diagnosis of bone cancer is 

successful with an increased rate of around 53% using imaging techniques. Various imaging devices like CT 

scan, MRI scan, etc., are performed to capture the images of bone cancer [4].  
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The images captured using these devices are processed to obtain suitable inferences. These images contain 

more noise components and hence cannot be used directly. These noise components are removed using suitable 

filtration techniques. Filtration is done using image processing filters [5]. These filtered images are then 

enhanced to produce suitable contrast images. To identify the region of interest, segmentation techniques are 

opted. Segmentation is done based on clustering and thresholding [6].  

From the segmented results, classification is done to identify the malignant cases. Long term treatment of 

malignant bone cancer cases leads to skeletal complications in the patients. To reduce such complications, 

bisphosphonates are used [7]. These are some molecular components that are injected to the surface of the bone 

to reduce the risks involved in the long-term treatment of the bone cancer. A technique called bone scintigraphy 

is used recently for the identification of bone cancer [8].  

The bone scintigraphy imaging technique is highly sensitive. Further, the cost of this technique is low with 

low value of accuracy rate. This is due to the fact that, this technique is not capable of distinguishing between 

the tumor and infections [9]. Variety of nanostructures are employed for the identification of bone cancer. These 

structures are also used for the delivery of drugs to the target bone regions. Further, they are used for the 

regeneration of the bone cells. The accuracy of using the nano structures is very high [10].   

Hence, in this research we propose a novel framework for detection of bone cancer using imaging 

techniques. 

The overall contributions of this paper are fourfold: 

a) A new classification framework for the classification of bone cancer images is presented. 

b) A novel image filtration technique using Hybrid Bilateral filter is performed. 

c) A new image clustering technique using Improved Fuzzy C Expectation Maximization (IFCEM) 

algorithm is presented. 

d) The proposed framework was evaluated quantitatively using metrics like MSE, PSNR, Jaccard 

coefficient, Dice coefficient, accuracy, specificity, precision, recall, precision and classification 

time.  

2. Related works 

Bandyopadhyay et al. [11] has proposed a scheme for the assessment of bone cancer using pattern analysis 

technique. The long bone X-ray images were employed as input for the analysis. The difference in the bone 

texture of the affected and non-affected regions were used for the identification of bone cancer. Urbano et al. 

[12] has presented a system in which breast cancer lesions were identified based on the bone metastatic 

potential. The effect of cancer was easily identified based on the growth level of the bones. Bone metastases 

analysis was performed to identify to level of breast cancer. Onken et al. [13] has identified the bone tumor 

based on the metastatic dissemination pattern analysis. Here, the patterns of different tumor regions were 

grouped and used for evaluation. The level of instability of the bone cancer patients were identified and used for 

the classification. 

Gong et al. [14] analyzed the patients with bone metastases for the identification of lung cancer. The 

prognostic factors associated with bone metastases was used for the study. It was identified that the bone 

metastases associated with the spine was around 64.7%. Zhang et al. [15] presented a methodology for the 

identification of signaling pathways in the integrated analysis of bone metastases. The potential genes 

responsible for the occurrence of bone metastases was identified in this research. It was found that the chances 

of breast cancer were high for the patients having bone metastases. Landi et al. [16] presented a scheme for the 

immunotherapy for the bone cancer patients. The relationship between bone metastases and lung cancer was 

identified in this research. Further, the non-small-cell category of lung cancer was evaluated and analyzed. 

Palmerini et al. [17] has introduced a framework for the identification of malignancy in the cell tumor of 

bone. It was identified that giant cell tumor was associated with benign tumor and small cell tumor was greatly 
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associated with the malignant bone tumor category. Mohaidat et al. [18] presented the challenges involved in the 

diagnosis of aneurysmal bone cyst. The pathological features of this type of cyst were analyzed. The age and 

location of occurrence of this type of bone cyst was evaluated by conducting survey with multiple patients. 

Larbi et al. [19] utilized the MRI scans for the assessment of involvement of bones in the prostate cancer. 

The diagnostic accuracies of multiple techniques were compared. The inversion recovery rate was also 

computed along with the diffusion-weighted sequences. Zheng et al. [20] conducted a study with 13,541 patients 

for the evaluation of bone metastases. The overall survival rat of bone metastases was calculated in this study. 

Further, the mortality hazard ratio was evaluated using the data collected from these patients. 

3. Proposed Methodology 

The proposed recurrent neural network-based bone image classification (RNNBIC) methodology comprises 

of steps like image preprocessing (filtration and enhancement), segmentation, feature extraction and 

classification.  

 

Figure 1. Flow chart of the proposed bone image classification methodology 

Figure 1 shows the flow chart of the proposed RNNBIC bone image classification methodology. In this 

scheme the first step is the acquisition of bone image. The next step is the filtration using 2D Hybrid Bilateral 

filter. The third step is enhancement using proposed Edge Preservation based Contrast and Brightness 

Equalization (EPCBE) algorithm. The next step is the clustering using Improved Fuzzy C Expectation 

Maximization (IFCEM) algorithm and thresholding is done using adaptive Otsu (AO) thresholding algorithm. 

Then, the Grey level Co-occurrence matrix (GLCM) and Grey level difference method (GLDM) features are 

extracted. Finally, the classification is done using RNN network architecture. 

3.1. Image Pre-processing 

Pre-processing was performed using two steps namely, filtration and enhancement. Image filtration was 

performed using a new 2D Hybrid Bilateral filter and enhancement was performed using the proposed Edge 

Preservation based Contrast and Brightness Equalization (EPCBE) algorithm. 

3.1.1. Image Filtering using 2D Hybrid Bilateral filter 

Image filtration was performed using a new 2D Hybrid Bilateral filter. The proposed 2D Hybrid Bilateral 

filter was designed based on the hybridization of bilateral filter and the adaptive mean adjustment filter. Let us 

consider the input image to be represented as 
M NX R  . The proposed 2D Hybrid Bilateral filter operation is 

represented as 

1[ , ] ( , ) [ ( , ; , )]* [ ( [ , ], [ , ])] [ , ]d r

k l

y m n R k l T h m n k l T h x m n x k l x k l− 
=  
 


 (1) 

Where dh
 and rh

 represents domain and range filters respectively. The transform function is represented a 
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Also, d  and r  represents the standard deviation of the domain and range filter respectively, the maxx
 

and maxx
 are the minimum and maximum mean values in the 3×3 non-overlapping blocks, and h  is the highest 

grey scale value in the image. The filtered image is represented as 
M NY R  . 

3.1.2. Image Enhancement using Edge Preservation based Contrast and Brightness Equalization 

(EPCBE) 

The filtered images were then enhanced using the proposed Edge Preservation based Contrast and Brightness 

Equalization (EPCBE) algorithm. In this algorithm, histogram of the image was computed and the histogram 

was equalized such that edges were preserved. Finally, histogram normalization was done to preserve the 

contrast and the brightness of the image. 

Algorithm 1: Proposed EPCBE algorithm 

Input: Filtered image 
M NY R  . 

Output: Enhanced image 
M NE R  . 

Steps:  

● Compute the histogram of the filtered image as  

( ) { }h i n i=          (4) 

Where { }n i  represents the number of pixels having an intensity of i . 

● Equalize the histogram using 

( ) max{ ( )}
'( )

( ) min{ ( )}

h i h i
h i

h i h i

+
=

−        (5) 

● Normalize the equalized histogram using 

0

'( )
( )

1/ { }
i

k

h i
h i

N n i
=

=


        (6) 

● Construct the enhanced image 
M NE R   using the equalized histogram '( )h i . 

3.2. Segmentation 

Segmentation is performed using clustering and thresholding techniques. In this research, image clustering 

was performed using Improved Fuzzy C Expectation Maximization (IFCEM) algorithm and thresholding was 

done using adaptive Otsu (AO) thresholding algorithm. 

3.2.1.  Improved Fuzzy C Expectation Maximization (IFCEM) Algorithm 



Bone Mineral Density Measurement for Detection of Bone Cancer Using Recurrent 

6181 

We have proposed a novel algorithm called Improved Fuzzy C Expectation Maximization (IFCEM). This 

technique is used for the formation of clusters that can be used for the segmentation and separation of bone 

cancer regions from the bone images. The proposed IFCEM algorithm is on the traditional Expectation 

Maximum algorithm [21]. In this algorithm, there are two main steps that are described below. 

Expectation step: 

The probability that a pixel at ( , )EI u v  belongs to a particular Gaussian iG
 with mean i  and standard 

deviation i  is given by 

2

2

2

21

( ( , ) )
exp

2

( ( , ) )
exp

2

E

i

ii

uv E
V j

j
j

I u v

P
I u v







=

 −
− 
 =
 −
−  
 


       (7) 

Maximization step: 

In this step, the mean i  and standard deviation i  of Gaussian iG
 are estimated again using 

,

1
( , )i E

i uv

u v

P I u v
Z

 = 
         (8) 

2

,

( ( , ) )i E

uv i

u v

i

P I u v

Z





−

=



        (9) 

In the proposed algorithm, the initial values for the computation of clusters are computed based on improved 

Fuzzy C-means clustering algorithm [22], that is given by, 

0 1 1

( , )
H N C

nq nq

i n q

J f ED MD i q
= = =

=
       (10) 

Where H represents the histogram bin, N is the number of data points and C is the number of clusters. The 

nqf
 is the fuzzy membership function between the nth data point and the qth cluster, nqED

 is the Euclidean 

distance between the nth data point and the qth cluster and ( , )MD i q  is the Manhattan distance between the ith 

histogram bin and the qth cluster.  

3.2.2. Adaptive Otsu (AO) Thresholding 

Otsu threshold is a widely technique for image segmentation. In this technique, a single global threshold is 

identified for the segmentation of images into the foreground and the background categories. In the proposed 

adaptive thresholding technique, there is not a single threshold, but an adaptively varying threshold. In this 

scheme, the image is divided into non-overlapping blocks of size 5×5. For each block the threshold for the 

segmentation is computed as 

max min*
2iB

G G
T 

−
=

        (11) 
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Where   is the variance of the block iB
, maxG

 is the maximum grey scale value in the block iB
 and 

minG
 is the minimum grey scale value of the block iB

. 

 

3.3. Feature Extraction 

In this work, we have extracted GLCM features [23] and GLDM features [24].  

3.3.1. GLCM 

GLCM (Grey level Co-occurrence matrix) feature identifies the spatial relationship between the pixels of an 

image. This feature has a fast-changing range for images having smooth texture and a slow changing range for 

images with coarse textures. It is computed as 

 

1 1 2 2 1 1 1 2 2 2#{[( , ), ( , )] | ( , ) & ( , ) }
( , )

#

m n m n S f m n g f m n g
GC m n

S

 = =
=

   (12) 

3.3.2. GLDM 

GLDM (Grey level difference method) matrix is based on the difference between two pixels that are 

separated using displacement  . This displacement is computed based on the probability density function and 

is given by 

[ ( , ) ]GD P I x y i= =
         (13) 

Using these two techniques, two matrices were constructed. From these matrices, several statistical features 

listed in Table 1 were extracted. 

Table 1. Feature extraction using GLCM and GLDM matrix 

Feature type Matrix type #features 

Contrast GLCM 

GLDM 

2 

Correlation GLCM 

GLDM 

2 

Energy GLCM 

GLDM 

2 

Homogeneity GLCM 

GLDM 

2 

Entropy GLCM 

GLDM 

2 

Variance GLCM 

GLDM 

2 

Mean GLCM 

GLDM 

2 

Standard deviation GLCM 

GLDM 

2 

Total # features 16 

 

3.4. Classification 
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The above-mentioned features are computed from the segmented regions. Based on the features extracted 

from the malignant and benign bone cancer images, Recurrent Neural Network (RNN) structure was constructed 

as shown in Figure 2. The proposed RNN structure has a hierarchical classification architecture. It is used for 

the classification of images into two levels, namely benign and malignant. The first level is the benign level and 

the second is the malignant level. The input bone image is given as input to the convolutional neural network 

(CNN), that is used for the generation of weights w0 and w1 for the long short term memory cells (LSTM). The 

other input to the first LSTM cell includes the input parameters u0 and v1. The classified benign output of the 

first hierarchical unit is given as input to the second unit. This unit is used for the identification of malignant 

cases. 

 

Figure 2. Architecture of the proposed RNN structure 

 

4. Results and Discussion 

4.1. Parameter Settings 

The proposed system was simulated using MATLAB software running on windows intel i3 core processor 

with 4GB RAM.  

4.2. Simulation Results 

Figure 3 shows the sample input noisy bone images. These images contain noise components and require 

proper processing before feature extraction. 

 

Figure 3. Input images 

Figure 4 shows the image filtered using the 2D Hybrid bilateral filter. The filtration operation helps in the 

removal of noise from the image.  
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Figure 4. Images filtered using 2D Hybrid Bilateral filter 

Figure 5 shows the image enhanced using the EPCBE algorithm. The enhancement operation helps in the 

creation of images with better contrast. 

 

Figure 5. Images enhanced using EPCBE algorithm 

Figure 6 shows the clustered images using the IFCEM algorithm. The formation of clusters helps in the 

identification of bone cancer regions.  

 

 

Figure 6. Images clustered using IFCEM algorithm 

Figure 7 shows the segmentation results obtained using adaptive Otsu thresholding algorithm. These regions 

clearly show the specific areas of bone cancer. 
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Figure 7. Segmentation results using AO thresholding 

Figure 8 shows the images that are formed using the superimposition of the input and the output segmented 

results. These images acts as discriminative inputs for the extracted of features.  

 

 

Figure 8. Superimposition of input and output segmented results 

4.3. Quantitative Analysis 

4.3.1 Evaluation of Proposed Filtration Technique   

The proposed image filtration using 2D Hybrid Bilateral Filter is evaluated using metrics like MSE and 

PSNR. From Table 2 we observe that, the 2D median filter achieves an average MSE of 7.71, 2D adaptive 

median filter attains MSE of 3.48 and the proposed scheme achieves a mean MSE of 0.87. 

Table 2. Performance evaluation using Mean Square Error 

Images MSE 

2D Median 

Filter  

2D Adaptive 

Median Filter 

Proposed 2D 

Hybrid Bilateral Filter 

 

Image 1 8.12 3.08 0.85 

Image 2 7.89 3.31 0.84 

Image 3 7.21 3.42 0.88 

Image 4 7.62 4.12 0.91 
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Table 3 shows the performance evaluation using peak signal to noise ratio. From Table 3 we observe that, 

the 2D median filter achieves an average PSNR of 22.32, 2D adaptive median filter attains PSNR of 21.12 and 

the proposed scheme achieves a mean PSNR of 31.82. 

Table 3. Performance evaluation using PSNR 

Images PSNR (in dB) 

2D Median 

Filter  

2D 

Adaptive 

Median Filter 

Proposed 

2D Hybrid 

Bilateral filter 

 

Image 1 21.02 23.42 34.21 

Image 2 22.22 21.53 31.53 

Image 3 23.51 20.21 30.32 

Image 4 22.55 19.32 31.22 

 

4.3.2. Evaluation of Segmentation Algorithms   

Evaluation of the proposed segmentation algorithm is performed using metrics like Jaccard coefficient and 

Dice coefficient. Table 4 shows the performance evaluation using Jaccard Coefficient. From Table 4 we infer 

that, the average value of Jaccard Coefficient for K means clustering with Otsu thresholding was 0.459. 

Similarly, the average value of Jaccard Coefficient for Fuzzy C Means Clustering with Otsu thresholding was 

0.660. But the proposed IFCEM and AO thresholding achieved a maximum Jaccard Coefficient of 0.761. Thus, 

our proposed framework achieves best performance in terms of Jaccard Coefficient. 

Table 4. Performance evaluation using Jaccard Coefficient 

Images Jaccard Coefficient 

K means 

clustering + 

Otsu 

Thresholding 

Fuzzy C Means 

Clustering + 

Otsu 

Thresholding 

Proposed 

IFCEM+AO 

Thresholding 

Image 1 0.452 0.693 0.729 

Image 2 0.462 0.624 0.803 

Image 3 0.479 0.641 0.731 

Image 4 0.446 0.683 0.783 

 

Table 5 shows the performance evaluation using Dice Coefficient. From Table 5 we infer that, the average 

value of Dice Coefficient for K means clustering with Otsu thresholding was 0.543. Similarly, the average value 

of Dice Coefficient for Fuzzy C Means Clustering with Otsu thresholding was 0.686. But the proposed IFCEM 

and AO thresholding achieved a maximum Dice Coefficient of 0.823. Thus, our proposed framework achieves 

best performance in terms of Dice Coefficient. 
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Table 5. Performance evaluation using Dice Coefficient 

Images Dice Coefficient 

K means 

clustering + 

Otsu 

Thresholding 

Fuzzy C Means 

Clustering + 

Otsu 

Thresholding 

Proposed IFCEM+AO 

Thresholding 

Image 1 0.593 0.632 0.832 

Image 2 0.595 0.765 0.732 

Image 3 0.491 0.662 0.856 

Image 4 0.495 0.687 0.875 

 

4.3.3. Evaluation of Classification Algorithms   

For performance evaluation of the classification algorithm, metrics like overall accuracy, recall, precision, 

specificity and F-score were calculated. Table 6 shows the results obtained in terms of overall accuracy. From 

Table 6, we see that RNN algorithm produces the best results compared to all other traditional classification 

algorithms with highest accuracy of 96.59%. 

Table 6. Comparison of classification Accuracy 

Classification 

algorithms 

Classification Accuracy 

(%) 

k-NN 85.72 

SVM 88.63 

LR 91.61 

SRC 93.79 

RNN 96.59 

 

Figure 9 represents the comparison of specificity using the proposed classification algorithm. It is clear that 

standard algorithms like k-nearest neighbor (k-NN), support vector machine (SVM), logistic regression (LR) 

and sparse representation-based classification (SRC) achieves specificity rate of 78.93%, 82.56%, 91.32% and 

93.92% respectively. However, the proposed RNN classifier attains a high specificity of 96.25%.  
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Figure 9. Comparison of specificity 

Figure 10 represents the comparison of precision using the proposed classification algorithm. It is clear that 

standard algorithms like k-nearest neighbor (k-NN), support vector machine (SVM), logistic regression (LR) 

and sparse representation-based classification (SRC) achieves precision rate of 77.83%, 89.23%, 91.47% and 

94.90% respectively. However, the proposed RNN classifier attains a high precision of 95.83%.  

 

Figure 10. Comparison of precision 

Figure 11 represents the comparison of recall using the proposed classification algorithm. It is clear that 

standard algorithms like k-nearest neighbor (k-NN), support vector machine (SVM), logistic regression (LR) 

and sparse representation-based classification (SRC) achieves recall rate of 81.32%, 88.64%, 91.74% and 

93.72% respectively. However, the proposed RNN classifier attains a high recall of 96.52%.  
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Figure 11. Comparison of recall 

Figure 12 represents the comparison of F-score using the proposed classification algorithm. It is clear that 

standard algorithms like k-nearest neighbor (k-NN), support vector machine (SVM), logistic regression (LR) 

and sparse representation-based classification (SRC) achieves F-score rate of 91.32%, 92.43%, 94.93% and 

94.99% respectively. However, the proposed RNN classifier attains a high F-score of 96.34%.  

 

Figure 12. Comparison of F-score 

Table 7 represents the comparison of classification time using the proposed classification algorithm. It is 

clear that standard algorithms like k-nearest neighbor (k-NN), support vector machine (SVM), logistic 

regression (LR) and sparse representation-based classification (SRC) achieves high classification time of 

24.1ms, 19.5ms, 18.4ms and 15.5ms respectively. However, the proposed RNN classifier attains lease 

classification time of 9.7ms.  
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Table 7. Comparison of classification time 

Classification 

algorithms Classification time (ms) 

k-NN 24.1 

SVM 19.5 

LR 18.4 

SRC 15.5 

RNN 9.7 

 

5. Conclusion 

In this research we have proposed a new methodology for the classification of bone cancer images. Here, 2D 

Hybrid Bilateral filter was used for image filtration. The filtered images were enhanced using proposed Edge 

Preservation based Contrast and Brightness Equalization (EPCBE) algorithm. The enhanced images were 

segmented based on Improved Fuzzy C Expectation Maximization (IFCEM) algorithm and adaptive Otsu (AO) 

thresholding algorithm. The input images were superimposed with the segmentation results to form the 

processed bone images. The processed images were used for the extraction of Grey level Co-occurrence matrix 

(GLCM) and Grey level difference method (GLDM) matrices. From these matrices, various statistical features 

were extracted. Finally, the classification was done using RNN network architecture. Performance evaluation 

revealed that the proposed methodology produces accurate bone cancer diagnosis results. The images were 

classified into benign and malignant categories. The proposed scheme achieved values of about 0.87, 31.82, 

0.761 and 0.823 in terms of MSE, PSNR, Jaccard coefficient and Dice coefficient respectively. Further, the 

proposed RNN classifier attained high rates of 96.59%, 96.25%, 95.83%, 96.52% and 96.34% in terms of 

accuracy, specificity, precision, recall and F-score respectively.  
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