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Abstract 

Noise corrupted the digital image because of environmental factor. A new convolution neural 

network for removing images is presents. The proposed system comprises of convolution neural 

network with optimization techniques. At first, the digital image is applied into the Batch 

normalization process for better normalization process. Secondly, the image is given into the 

Convolution Neural Network (CNN) with Leaky rectified linear unit where the feature is 

extracted. The CNN process reconstructs the attributes of the recovered image. Finally, to learn 

and refine the extracted features, the resolved image is introduced in the MSE loss function and 

the Adam optimization approach. The effectiveness of the proposed framework is tested across a 

variety of noise levels and compared with various pads and strides. The suggested framework's 

results show that it outperforms previous denoising algorithms in terms of peak signal-to-noise 

ratio (PSNR), and it produces the best results. 

I. INTRODUCTION 

The digital image gives information of research applications such as medicine, 

astronomy, biology, material science and so on (EminYüksel and AlperBaştürk, 2003). Digital 

images are frequently affected by various types of noise during acquisition and transmission. The 

noise of Poisson, the noise of speckle and a few other noises that affect the quality of the image. 

Therefore preprocessing techniques are needed to enhance the digital image and eliminate the 

noises from the digital image (Rui Zhang, 2015). The preprocessing technique is an important 

step in the field of image processing to give the better recognition rate. 

CNNs are used in several areas such as image recognition, natural language processing, 

video analysis, object detection (Ren et al., 2015 and Dai et al., 2016), classification 

(Krizhevskyet al., 2012 and CireşAn et al., 2012) [10, 11], image segmentation(Long et al., 

2015 and Noh et al., 2015) [12, 13], speech recognition(Hannun et al., 2014) [14], and image 

generation with adversarial networks (Schwenck et al., 2017 and  Ledig et al., 2017) [15, 16]  
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application of artificial intelligence in medical field such as organ segmentation (Ronneberger 

et al., 2015 and Milletari et al., 2016) [17, 18], image denoising (Wang et al., 2016, Kang et 

al., 2017 and Chen et al., 2017) [19–21], and cancer detection (Cireşan et al., 2013) [22] etc. 

The convolution neural network is becoming more important due to several reasons. In tradition 

networks, the system has to design the feature extractors. But in the case of CNNs, it will act as 

feature extractors and classifier with weight of the convolution layer and fully connected layer 

during training process. 

The traditional neural network is used for noise reduction before 2010 although it is not 

suited for very complex images. So, in this paper CNN is used for removal of noise in the digital 

images. The CNN is working in large images as well as it doesn’t need any traditional 

preprocessing (Jose et al., 2005). 

The (burger et al., 2012) presented a MLP algorithm is applicable of specific types of 

noise processing. The drawback of this system is not adapted for various type of noise intensity. 

(Xie et al., 2012) have implement K-Singular Value Decomposition (K-SVD) for image 

denoising. The shallow linear structure is used in this system to train the dictionary for better 

results in images. The drawback of this system is limitation in the learning ability. 

(Chen et al., 2016) have developed a trainable nonlinear reaction diffusion framework 

(TRDF) for image denoising. (Zhang et al., 2017) have used to neural network for the removal of 

noises in the picture. In this method the pictures are divided into blocks in which the cleaning 

process is obtained. It provides better denoising results. The drawback of this system is it takes 

more time for their training model as well the cost of the system is high. 

The objective of this paper is to train the CNN: (1) to improve the wide range of random 

noise in digital images, (2) to estimate the performance analysis of CNN denoised images 

through various denoising metrics and (3) to find best results by tunning padding and strides in 

CNN.  

II. Proposed framework 

Let I denote a clean digital image, R denotes the random noise. Next, the noisy image 

model is set as follows:  

Y = I + R (3)  

The proposed framework is proposed to removal the noise from the input digital image. 

This system preserves edge information of the given input image illustrated in Figure 1: 
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Figure 1: Architecture of Proposed framework 

Architecture of CNN: 

The CNN has 4 layers such as non-linear, sampling, convolution and fully connected. 

• The pixel values of the given image are given by input layers. 

• The output of the neuron is determined by convolution layer. The output is connected to 

the input local regions with scalar product. 

• The given input is performed into down sampling through pooling layer. This layer also 

reduces the number of parameter within that activation. 
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• The fully connected layer get the total scores from the activation and given into classifier 

for classification. In between these layers LeakyReLu is used for better performance in 

the image denoising. 

The complexity of the model is significantly reduced by convolution layer with the 

optimization of output. There are three parameters such as depth; stride and zero-padding are 

used to optimize this model. 

Depth: Filters are used and it for different characteristics. 

Stride: It is used to find out filtering process across the input. It is not allowed to slide more 

than three pixels at a time. 

Zero padding: It determines the number of pixels filled with zero around the border. 

Pooling/subsampling layers: This layer will helpful to reduce the feature resolution. It 

renders the respective characteristics of anti-noise and warp. There are two categories of 

pooling: maximum pooling and average pooling. The following figure illustrates the example 

of pooling: 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: example of Pooling 

Fully connected layer: The output of the final convolution is generally flattened, or transformed 

into a single-dimensional array of numbers, then joined into fully connected layers. The thick 

layers are those in which each input is coupled with each output by the learning weight. 

Clustering layers are used to sample the properties extracted by the convolution layer. Finally, 

the probabilities of each class in the classification task are passed to final output by a subset of 

fully connected layers. This layer has the same number of outputs and classes as the preceding 

layer. The LeakyReLU activation function is applied to every layer of the end result. 
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Batch normalization: In the formation of deep neural networks, it is recommended to 

reduce the offset of internal covariates and prevent dispersion of gradients. By combining 

standardization, scale-up and job transformation, it was applied to each CNN layer. It is used to 

accelerate convergence and prevent gradient explosion, as well as to prevent overflow. The CNN 

layer is then applied by means of a LeakyReLU. 

Leaky Rectified Linear Unit: This activation function is first introduced by (Maas et al., 

2013). This function is mathematically expressed by: 

𝒚𝒊 = {

𝒚𝒊 𝒊𝒇 𝒚𝒊  ≥ 𝟎
𝒚𝒊

𝒂𝒊
 𝒊𝒇 𝒚𝒊 < 0

 

Where yi represents the input of ith channel and ai denotes the fixed parameter in the range of 
(1, +∞). 

 

 

Optimization and Loss function network: 

In this system, MSE and Adam are worked as total loss and optimizer of the network to perform 

better optimization of the network. The mathematical expression of the network is given as: 

𝐿𝑗𝑜𝑖𝑛𝑡 = 𝐿𝑀𝑆𝐸 + 𝑤𝑡+1 

In the above equation 𝐿𝑀𝑆𝐸  stands for the loss function of pixel-to-pixel comparison. 

The corresponding loss function is given as: 

𝐿 =
1

𝑛
∑ (

1

𝑊 × ℎ
∑ ∑‖𝑑𝑖(𝑗, 𝑘) − 𝐼𝑖(𝑗, 𝑘)‖2

ℎ

𝑘=1

𝑤

𝑗=1

)

𝑛

𝑖=1

 

In the above equation d represents the denoised image, I represent the original image, n gives the 

number of images used in the training, and w and h represent the width and height of the training 

image. In this framework residual learning is applied for train the residual projection 

through𝑅(𝑌) ≈ 𝑁.  The loss function of MSE is calculated between residual image and 

predicated image is  𝑋 = 𝑌 − 𝑅(𝑌). The loss function of MSE is: 

𝑀𝑆𝐸(𝑤, 𝑏, 𝑋𝑖, 𝑌𝑖) =
1

2𝑁
∑‖𝑅𝑤,𝑏(𝑌𝑖) − (𝑌𝑖 − 𝑋𝑖)‖

𝐹

2
𝑁

𝑖=1

 

In the above equation, parameter w and b used to learn and update the neural network. 

The optimization system: 

The gradient descent algorithm such as Adam is applied in to w and b parameter to optimize the 

system. The Adam method is used to determine the learning rate of the parameters. And, like 
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momentum, it preserves an exponentially declining average of ever 𝑚𝑡. The decaying average of 

gradients 𝑚𝑡 and 𝑣𝑡 is calculated as: 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2 

𝑚𝑡and 𝑣𝑡used to calculate the first and second moment of the gradients. The 𝑚𝑡 and𝑣𝑡 are 

initialized as zero in the time of small decaying rates. 

The estimation of first and second moment is given as: 

�̂�𝑡 =
𝑚𝑡

1 − 𝛽1
𝑡 

𝑣𝑡 =
𝑣𝑡

1 − 𝛽2
𝑡 

The updation of Adam is given as: 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝑣𝑡 + 𝜖
�̂�𝑡 

 

Table 1: Layers of proposed framework model: “sequential” 

Layer (type) Output shape Param 

Convd (conv2D) (None, None, None, 32) 320 

Leaky_re_lu (LeakyReLu) (None, None, None, 32) 0 

Conv2d_1 (conv2D) (None, None, None, 64) 18496 

Leaky_re_lu_1 (LeakyReLu) (None, None, None, 64) 0 

Conv2d_2 (conv2D) (None, None, None, 128) 73856 

Leaky_re_lu_2 (LeakyReLu) (None, None, None, 128) 0 

Conv2d_3 (conv2D) (None, None, None, 64) 73792 

Conv2d_4 (conv2D) (None, None, None, 32) 18464 

Batch_normalization (BatchNo) (None, None, None, 32) 128 

Conv2d_5 (conv2D) (None, None, None, 1) 289 

 

Total params: 185,345 

Trainable params: 185,281 

Non-trainable params: 64 

 

III. Result and discussion 

Experimental findings from the proposed framework are compared with other 

conventional denotation algorithms. The performance of the proposed framework is assessed 

using two measures, such as the PSSR and SSIM, which are indicated below: 
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𝑃𝑆𝑁𝑅 = 20. 𝑙𝑜𝑔10 (
𝑀𝐴𝑋

√𝑀𝑆𝐸
) 

In the above equation MAX represents the maximum gray value of the input image and 

MSE denotes the mean square error is given as: 

𝑀𝑆𝐸 =
1

𝑚 × 𝑛
∑ ∑‖𝐼(𝑖, 𝑗) − 𝑑(𝑖, 𝑗)‖2

𝑛

𝑗=1

𝑚

𝑖=1

 

In the above equation m and n represent the length and width of the input and denoised 

image. Here I denote the input image and d represents the denoised image. 

The structural similarity (SSIM) is given as: 

𝑆𝑆𝐼𝑀(𝐼, 𝑑) =
(2𝜇𝐼𝜇𝑑 + 𝐶1)(2𝜎𝐼𝑑 + 𝐶2)

(𝜇𝐼
2 + 𝜇𝑑

2 + 𝐶1)(𝜎𝐼
2 + 𝜎𝑑

2 + 𝐶2)
 

In the above equation 𝜇𝐼𝜇𝑑 represents the mean value of I and d images, 𝐶1, 𝐶2  

represents the constants. 𝜎𝐼, 𝜎𝑑 represents the standard deviation of I and d, 𝜎𝐼𝑑 represents the 

covariance of image I and d. 

Table 2: PSNR and SSIM of proposed framework for Noise Level 25 

Epoch Noise Level Padding Stride PSNR SSIM 

10 25 50 5 25.57 0.79 

10 25 60 5 26.16 0.75 

10 25 70 4 27.99 0.77 

10 25 40 4 28.62 0.77 

10 25 60 3 26.24 0.76 

10 25 10 3 28.38 0.75 

10 25 10 1 28.65 0.74 

10 25 30 1 28.88 0.80 

 

Table 3: PSNR and SSIM of proposed framework for Noise Level 50 

Table 3: PSNR value by different methods on different images corrupted by impulse noise 

of different levels from 10% to 50% noise  

Noise Level Patch Size Strides PSNR SSIM 

50 50. 5 25.16 0.65 

50 60 5 25.74 0.68 

50 70 5 26.23 0.71 

50 40 10 24.94 0.64 

Methods PSNR 

10 20 30 40 50 
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The tables 2 and 3 shows the average PSNR and SSIM obtained for various padding size 

and strides for 25% and 50% noise. Here, a minimum epoch with lesser random noise is used. 

From the result, it shows that with the minimum Stride and increased Padding will helps to 

achieve maximum accuracy in image denoising. 

Table 3 shows that the proposed strategy delivers excellent results on the PSPP and 

clearly exceeds other methods of comparison. Deep CNN methods, such as DnCNN and our 

suggested CNN method with an optimization strategy, surpass other approaches and dramatically 

improve PSNR. Moreover, DnCNN approach has consistently demonstrated a strong capacity to 

report low to high noise contamination. For low and high noise levels, the alternative method in 

this comparison table gives good results. Following these findings, DnCNN denouncing the 

methods appear to be promising. 

From the table also observed that LSM-NLR method provides good results for Gaussian-

impulse noise and provides very low results for impulse and random noise.  ALOHA provides 

good PSNR value in low level noise. The method ANN-EPR provides good results compared to 

LSM-NLR and ALOHA in high level noise. The method VMF, AVMF and FPGF provides very 

low results in high level noise and give better results in high level noise. Overall from the table 

observed that proposed method of CNN with optimization techniques provides good results in 

both low and high level of noise. 

 

(a) (b) 

VMF 29.38 23.10 18.75 18.34 17.89 

AVMF 29.77 24.15 22.89 19.30 16.45 

FPGF 30.29 24.21 22.06 19.78 16.40 

LSM-NLR 29.27 26.59 22.79 20.23 18.47 

ALOHA 31.57 27.35 23.96 19.12 15.04 

ANN-EPR 28.04 26.11 25.45 23.05 21.53 

DnCNNc 40.72 37.45 27.23 25.48 23.88 

Proposed 41.87 39.89 28.88 26.59 24.90 
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(c) (d) 

(e) (f) 

 

Fig. 5. Denoised results on various image: a,c,fis noisy image with random noise of 50%, 

and (b) (d) (f) are the denoised images 

 

Fig. 5show the denoised images by proposed method on aero plane, sparrow and horse 

with random noise of 50%. From the figure observed that the proposed method effectively 

reduce the noise and at the same time it preserve the image edges and textures. 

 

IV. CONCLUSION 

This research provides a convolution neural network-based denoting approach that combines 

a joint function with an optimization algorithm. The image specifications are maintained in 

this document using the Leaky ReLU and ADAM optimization algorithms. Results from the 

experiments indicate that the proposed approach surpasses the existing naming algorithm. 

Randomized noise is central to the proposed approach. Increased CNN algorithm with 

optimisation technique suppresses random noise, resulting in improved performance. 

Another approach consists of developing the proposed algorithm for sound level 50. The 

results are taken for different padding and stride level in which minimum strides with 

maximum padding level provides high PSNR value. 
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