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ABSTRACT 

 Speech is the essential form of human communication. Speech processing is the research 

on speech signals and its processing methods. Noise is the unwanted sound in speech. Noise can 

cause communication issues, hearing problems, psychological health problems and many more. 

In most of themodern communication systems, speech enhancement plays a vital role. While 

transmitting the speech signal, the quality of that signal will degrade due to interference in the 

surrounding it is passing through. This paper is focused on performance analysis on enhancing 

the speech by using various windows, transformation techniques and overlapping percentage. 

The Kalman filter is used for filtering degraded speech signal. The windows used to perform 

analysis on this work are Hanning, Blackman, Hamming and Cosh window. The transformations 

used are Fast Fourier Transform(FFT) andDiscrete Cosine Transform(DCT). In this work, the 

noisy input signal is divided into multiple number of frames, each frames are sent through the 

window, after which the overlapping ofthose frames will be done. This overlapped signal will be 

applied to transformation technique and filtering process will be done. The output signal will be 

the enhanced and noise will be reduced to a certain extent. In this way, various combinations of 

windows, transformations and overlapping percentage, the amount of enhancement obtained is 

measured by taking the values of Signal to Noise Ratio(SNR) and performance analysis is done 

with those values. The highest value of SNR of 44.2409 dB is obtained by using the combination 

of Cosh window in FFT transform of overlapping percentage of 50%. 

Keywords- Speech Enhancement, Windowing, Overlapping sizes, Fast Fourier Transform, 

Discrete Cosine Transform, Kalman filter, Signal to Noise Ratio.  

 

I. INTRODUCTION 

Speech enhancement system is used to improve the intelligibility and quality of speech, faded 

in the presence of degraded signal. Many sophisticated algorithms have been developed and the 

intense research is going on for the past five decades. When a listener and speaker are near to 
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each other in a quiet surrounding, communication will be easy and accurate. However, in a noisy 

surrounding, it will be difficult to understand. Speech signals get distorted due to various types 

of background noises which results in listener fatigue. Hence, it is very essential to develop a 

system which can enhance the speech signal. Several algorithms were proposed to reduce the 

effect of background noise for improving the speech quality and intelligibility. Hidden Markov 

models in Mel-frequency domain is used for Speech Enhancement by Markov [1], enhancement 

of speech is achieved using Markov models in frequency domain in which efficiency is very low. 

Noise suppression based on an Analysis–synthesis approach is used to suppress the noise in 

degraded speech signal [2], helps to get a clear picture on reduction of noise. The noise in the 

audio signal will be reduced when its been passed through windows. In this work, the signal with 

noise is divided into several frames and passed through different windows and to reduce the 

noise, different transformation techniques are used and also Kalman filter is also used. It 

increases the spectral signal which has been disturbed by background noise, so as to improve the 

intelligibility and quality of speech. The speech enhancement system is evaluated using objective 

measures based on output SNR. This work performs analysis on different combinations of 

windows, overlapping sizes and transformation techniques. Enhancement of the speech by 

compressing the bandwidth of noisy signal [3], the noise is deducted also with that some of the 

clean speech also gets faded due to compressing bandwidth. So, here the signal is enhanced 

without reducing the bandwidth to achieve full information from the signal.   

The remainder of this paper is organized as follows, Section II, provides the methodology on 

speech enhancement using various windows and overlapping sizes. Section III, tells about 

performance measures for speech enhancement and presents evaluation results. Section IV 

concludes the paper. 

 

II. METHODOLOGY 

Speech Enhancement system reduces the noise in the degraded signal and increases the 

intelligibility of the speech. To enhance the speech signal, multiple methods can be used. In this 

work, various windows and different overlapping sizes are implemented to enhance the speech 

signal. The following block diagram depicts the flow of this work, 

 

Fig.1. Block diagram of Speech Enhancement system 
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a.Framing: 

The noisy signal is divided into multiple number of frames and each frame is passed through 

the window. This involved in preprocessing methods is the division of the speech signal into 

small pieces in which the frame with noise can be easily identified. The separation of frames will 

be modified with different sizes and the corresponding output for each modification is observed 

and tabulated.   

b. Windowing: 

In this section, each divided frame will be passed through window. Windowing methods act 

on raw data to reduce the effects of the leakage that occurs during an framing of the data. Four 

windows are used in this work. They are Blackman, Hanning, Hamming and Cosh window.  

Blackman Window: 

w( n ) = 0.42 − 0.5 cos ( 2 πn N − 1 ) + 0.08 ( 4 πn N − 1 ) n = 0 ,  (1) 

Cosh Window: 

 𝑤[𝑛] = ∑ (−1) 𝑘𝑎𝑘 cos(
2𝜋𝑘𝑛

𝑁

𝐾
𝑘=0 ),    0 ≤ 𝑛 ≤ 𝑁.(2) 

Hanning window: 

𝜔0(𝑥) ≜ {
 1

 2
(1 + cos(

2𝜋𝑥

𝐿
)) = cos 2 (

𝜋𝑥

𝐿
),               |𝑥| ≤ 𝐿/2

0,                                                                    |𝑥| > 𝐿/2
(3)    

HammingWindow: 

ℎ(𝑛) = 𝛼 + (1.0 − 𝛼) cos [(
2𝜋

𝑁
) 𝑛](4) 

c. Overlapping: 

The frames passed through the window are collected and then combined into a single signal 

with different amount of overlapping percentages. This section is mainly used in times where 

there is the increasing number of frames in the overlap, which increases the speech error that 

missed even if one of the frames is not assigned in the correct form. The output values of these 

combinations are observed and tabulated. 

d. Transformation: 

The overlapped audio signal is allowed to perform transformation. It is used to transform 

the audio signal into a new form which is in certain aspects better than the original one Two 

transformations are used in this work. They are Fast Fourier Transform (FFT) and Discrete 

Cosine Transform (DCT).  

Fast Fourier Transform: 
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𝐹(𝜔) = ∫ 𝑓(𝑥)𝑒−𝑖𝜔𝑥 𝑑𝑥
∞

−∞
 (5) 

Discrete Cosine transform: 

DCT(i, j) =
1

√2N
C(i)C(j) ∑ ∑ pixel(x, y) cos [

(2x+1)iπ

2N
]N−1

y=0
N−1
x=0 cos [

(2y+1)jπ

2N
](6)            

e. Filtering: 

In this section, the signal in which transformation is applied is then passed through filter 

which is used to reduce the extra noise which is present in the signal after the transformation. In 

this work, Kalman filter is used which is a method that provides the value of some unknown 

variables given that the measurements observed over time. The mathematical expression of 

Kalman filter is given by, 

𝑥(𝑛) = − ∑ 𝛼𝑖𝑥(𝑛 − 𝑖) + 𝑢(𝑛)𝑝
𝑖=1 (7)                      

f. Inverse Transformation: 

In this section, the filtered audio signal is inversely transformed into its original state 

before transformation. In each combination, corresponding inverse transformation will take place 

according to the transformation used. 

Inverse Fast Fourier Transform: 

𝑓(𝑥) =
1

2𝜋
∫ 𝐹(𝜔)𝑒𝑖𝜔𝑥𝑑𝜔

∞

−∞
(8) 

Inverse Discrete Cosine Transform: 

𝑥[𝑛] = 𝑤[𝑛] ∑ 𝑦[𝑘] cos (
𝜋(2𝑘−1)(𝑛−1)

2𝑁
)   𝑓𝑜𝑟 1 ≤ 𝑛 ≤ 𝑁 𝑁

𝑘=1  (9)                

The audio signal which is obtained after the inverse transformation is the signal in 

which noise is reduced to a certain extent which is called as ‘Enhanced Signal’. The SNR value 

of this enhanced signal calculated for each combination is tabulated and analysis is done based 

on the SNR value. The SNR value is inversely proportional to the noise present in the signal. 

Higher the SNR value, lower the noise. 

III. RESULTS AND DISCUSSION 

To examine the enhancement of speech by changing overlapping amount and windows with 

Kalman tracking technique, TIMIT database has been used. The clean audio speech data is taken 

from the TIMIT acoustic phonetic speech corpus. For evaluation, one audio of a male speaker is 

used from the database. The speech data are initially sampled at 16 kHz and quantized to 16 bits. 

The data is appropriately filtered and down sampled to 8 kHz to obtain the narrow band speech 

which are used in the analysis. 

a. PERFORMANCE ANALYSIS: 
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 In this, evaluation of performance of Speech Enhancement will be done. Two types of 

noise namely train noise, car noise are taken to analyze. Clean speech is manually changed at 

SNR level of 0, 5, 10 and 15 dB. The corrupted audio signal without performing enhancement is 

denoted as ‘Noisy signal’. The clean speech signal is denoted as ‘Clean signal’. The signal after 

enhancement process is denoted as ‘Enhanced signal’. To appraise the modified speech with the 

joined effect of windowing, overlapping, transformations and filtering of all the stages of the 

system are studied.  

The performance of enhancing the signal is measured through Spectrogram and 

waveform of the signal. Fig.2 shows the study of spectrogram for the combination of the signal 

with overlapping of 50%, cosh window and FFT transformation. Fig.2(a) shows the spectrogram 

of clean signals. Fig. 2(b), infers the spectrogram of noisy signal, car noise where the speech's 

harmonic part is not clearly visible because of the noise in the speech signal. Fig.2(c) illustrates 

the spectrogram of enhanced signal which shows the desired output. Fig.3 illustrates the 

waveform for the combination of the signal with overlapping of 50%, Cosh window and FFT 

transformation. Fig.3 (a) shows the waveform of clean signals. In Fig. 3(b), infers the waveform 

of noisy signal, car noise where the speech's harmonic part is not clearly visible because of the 

noise in the speech signal. Fig.3(c) represents the waveform of enhanced signal. 

 

 

Fig.2. Spectrogram of (a) Clean signal                               Fig.3. Waveform of (a) clean signal  

 (b) Noisy signal(c) Enhanced signal                                     (b) Noisy signal (c) Enhanced 

signal 
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b. OBJECTIVE ANALYSIS: 

The algorithm's performance is measured by the objective evaluation tool , Signal to 

Noise Ratio(SNR) which is most commonly used measure for quality of speech Experimental 

results of SNR values for overlapping amount of both 40% and 50%  methods are represented in 

Tables I and II, respectively. The most commonly used measure for quality of speech is signal-

to-noise ratio (SNR). An average SNR measure is defined as, 

  SNR = 10log10 (
𝑃𝑆

𝑃𝑁
) 𝑑𝑏(12)                        

Where 𝑃𝑆 and 𝑃𝑁 are the power of signal and noise respectively. 

 

Table 1 Output Snr Value Of 40% Overlapping With Different Windows And Transformations 

Noise 

Type 

Input 

SNR(dB

) 

Output SNR(dB) 

Blackman 

window 

Hamming 

Window 

Hanning 

window 

Cosh 

window 

DCT FFT DCT FFT DCT FFT DCT FFT 

Car 

noise 

0 5.0396 5.6797 2.9842 3.6206 3.6043 4.2224 
25.893

6 

25.975

3 
 

5 8.8512 9.1097 6.7064 6.9542 7.3494 7.5843 
32.910

7 

32.960

3 

10 
12.898

2 

12.965

0 

10.741

4 

10.791

2 

11.388

6 

11.439

2 

38.764

9 

38.787

5 

15 
17.602

4 

17.594

2 

15.410

8 

15.386

6 

16.055

8 

16.031

2 

44.156

0 

44.179

8 

Trai

n 

noise 

0 3.3922 5.4506 3.4302 3.3558 3.0042 3.9442 
25.683

9 

25.967

1 

5 7.3745 8.9517 7.2274 6.8169 7.3376 7.4488 
32.199

3 

30.458

1 

10 
11.394

4 

13.005

1 

11.432

9 

10.827

8 

11.622

3 

11.477

9 

37.433

4 

38.839

4 

15 
16.066

1 

17.557

3 

16.258

2 

15.395

7 

16.258

2 

16.041

3 

42.050

6 

43.098

1 

  In Table 1, the output SNR values are compared with the different combinations 

of windows and transformations at different levels with overlapping of 40%. The experimental 

results shows that the combination of  coshwindow with FFT transformation at 15dB provides 

high SNR value for 40% overlapping. 
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Fig.4. Input vs Output SNR plot 

Fig.4 represents the Bar graph of output SNR values of different combinations of 

windows and transformations at different levels with overlapping of 40%.  

Table 2 Output Snr Value Of 50% Overlapping With Different Windows And Transformations 

Noise 

Type 

Input 

SNR(dB

) 

Output SNR(dB) 

Blackman 

window 

Hamming 

Window 

Hanning 

Window 

Cosh 

Window 

DCT FFT DCT FFT DCT FFT DCT FFT 

Car 

noise 

0 6.2923 6.9702 4.5174 5.1717 5.0941 5.7411 
25.921

8 

25.975

3 
 

5 
10.168

3 

10.448

3 
8.2754 8.5425 8.8782 9.1302 

32.322

1 

32.960

3 

10 
14.270

2 

14.374

6 

12.353

4 

12.437

6 

12.963

7 

13.039

9 

38.765

0 

38.925

3 

15 
18.932

2 

18.949

9 

17.023

5 

17.033

9 

18.632

2 

17.636

2 

44.022

0 

44.240

9 

Trai

n 

noise 

0 5.8268 6.6606 4.8478 4.8311 5.2184 5.4100 
25.628

0 

25.958

1 

5 8.8101 
10.383

2 
7.8322 8.4638 

10.432

8 
9.0644 

31.459

2 

32.955

7 

10 
12.967

5 

14.353

8 

12.977

2 

12.408

6 

12.548

8 

13.016

2 

37.626

3 

38.938

5 

15 
17.630

3 

18.942

1 

17.600

7 

17.016

7 

17.682

3 

17.622

4 

43.589

2 

44.165

8 

In Table 2, the output SNR values are compared with the different combinations of 

windows and transformations at different levels with overlapping of 50%. The experimental 

results show that the combination of Coshwindow with FFT transformation at 15dB 

provideshigh SNR value for 50% overlapping. 
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Fig.5.Input Vs. Output SNR plot 

Fig.5 represents the Bar graph of output SNR values of different combinations of windows and 

transformations at different levels with overlapping of 40%.Comparing the highest SNR values 

of both 40% and 50% overlapping, the combination of Cosh window usingFFT transformation 

at 15dB with overlapping of  50% provides high SNR value of 44.2409dB for car noise and 

44.1658dB for train noise. 

IV. CONCLUSION 

The proposed speech enhancement system provides the time to frequency characteristics of 

speech.  Performance analysis of speech enhancement using different windows, overlapping 

sizes and transformation techniques gives idea of using the effective combination of methods 

used to reduce the noise and increase the intelligibility of the speech according to the user needs. 

Future development of obtaining noise free signal using other types of windows, transforms 

which will be more reliable than the windows and transforms used in this work. This analysis 

will be useful to most of the real life applications where the effective combination of this method 

can be implemented in the hearing aid devices and also in mobile phones to reduce noise. This 

method of enhancing speech is more efficient than the existing algorithms based on the analysis 

on SNR. The highest value of SNR of 44.2409 dB is obtained by using the combination of Cosh 

window in FFT transform of overlapping percentage of 50%. 
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