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Abstract—There is a growing interest in detecting personality of an individual in a non-intrusive 

manner in areas like career development, counseling, interviews etc. Many solutions have been 

proposed for detection of personality from facial features alone. Different from it, this work proposes 

a model for detection of personality integrating the features learnt from face and human postures 

from videos.  An integration of traditional and deep learning features in combination with machine 

learning algorithm is used to classify the personality of the individual. This work also proposes a 

frame of interest selection algorithm for selection of suitable frames in the video for personality 

assessment.          

 

I. INTRODUCTION 

Physiognomy is the practice of assessment of personality of an individual from the facial features or 

body structure of the person. It has its roots in ancient civilizations. Chinese named it as Mian 

Chiang meaning knowledge of facial features. It correlated facial features for various applications 

like disease diagnosis, assessment of personality type of individual, forecasting the future of the 

individual etc.   

Modern day psychologists establish five core personality traits. The five personality traits are: 

openness, conscientiousness, extraversion, agreeableness and neuroticism. These personality factors 

represent a range between two extremes of low and high. The characteristics of each of the 

personality are listed below. 
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Many studies correlating the information in facial images to big five personality traits are available.  

Static facial images are analyzed using image processing and machine learning algorithms to detect 

the personality traits of the person. Following are some of the challenges in personality trait 

classification using static facial clues.  

1. Large number of features with some lacking the ability to be quantified.  

2. Lack of information correlating many facial features to the personality trait 

3. Non linear relation between the facial features and the personality traits 

This work addresses this problem and proposes a personality prediction model integrating dynamic 

facial and posture features acquired from video.  Following are some of the salient features of this 

work.  

1. A model for salient frame selection from the videos which has feature rich information for 

personality trait classification.  

2. An integrated model combining both facial and posture features for personality trait 

classification.  

3. Identification of best set of features and machine learning classifier for predicting the personality 

II. RELATED WORK 

Awaja (2017) built a ontology based physiognomy system to provide personality traits from facial 

appearance. The ontology is built in OWL format mapping between the facial features to the big five 

personality traits. Semantic web rules are created between human face features to big five personality 

and this can be used as database for big five personality assessment systems. Al Moubayed et al 

(2014) proposed an approach for predicting big five personality from static face image. The face 

image is histogram equalized to increase brightness. Eigen face method is employed to do face 

representation and features around salient points of eyes, nostrils, chin tip, lip corners are extracted. 

Support Vector Machine (SVM) classifier with Gaussian radial basis function is trained to predict the 

personality from the salient features. Eddine et al (2017) proposed an approach for personality 

detection from facial features. Facial features from eye, lip , nose and ear regions are extracted in 

terms of pixel distance. Rule based mapping is done from facial features to the personality trait. 

Gavrilescu et al (2017) proposed a personality trait prediction system based on facial expression 

activities captured over a period of time. Hidden markov model (HMM) was used to guide the facial 

expression activity collection. Regression model is created mapping the activities to the big five 

personality traits. Gorbova et al (2017) proposed an automatic personality screening system based on 

visual, audio and lexical clues. Speech features like pitch, intensity, duration, Mel Frequency 

Cepstral Coefficients (MFCCs), formants, zero-crossing rate, and filter-bank energy parameters etc 

are extracted from short video clips. Facial features are extracted using OpenFace tool to extract 

around 416 features. Regression model is created associating speech and face features to the 

personality of the individual. G¨urpınar et al (2016) used face, video and scene features to predict the 

personality of the individual. Face features and scene features are extracted using deep learning 

VGG-network. Kernel ELM is then used to model the personality traits from the three features of 

face, video and scene.  Ilmini et al (2016) using features extracted from facial landmarks to predict 

the personality trait of the individual. The traits values around the landmarks are used as input to 
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artificial neural network (ANN) and SVM classifier to predict the personality traits. Kampman et 

al(2018) used three channel information of audio, video and text to predict the personality of the 

individual from video segments. Deep learning convolutional neural network is used to predict 

personality from each channel separately and then result is fused using weighted ensemble to predict 

the final personality trait of an individual. Kindiroglu et al (2017) predicted the extraversion 

personality trait necessary for leadership from the group interaction videos. Principal component 

analysis (PCA) is used for feature extraction; Maximum relevance maximum redundancy algorithm 

is used for feature selection and SVM is used for personality prediction. Levitan et al (2016) used 

speech features to predict the personality of the individual. Acoustic-prosodic and lexical features are 

extracted from speech and Adaboost algorithm is trained to classify the features to big five 

personality trait. Liu et al (2016)  predicted the personality traits of an individual from the emotions  

 

Figure 1 Architecture of proposed solution 
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expressed in the face. Emovu API is used to extract the facial expression features. Ekman’s model of 

six discrete basic emotions and their mapping to big five personality trait is used for personality 

classification from the face images. Lingyun Wen et al (2015) proposed facial region visual-based 

nonverbal behavior analysis for depression diagnosis. Features are extracted from facial sub regions 

and these features are represented in sparse coding. The spare coded features SVM regression to 

diagnose depression. Madzlan et al (2014) applied machine learning for automatic prediction of 

attitudes from video blogs. Prosodic and visual features are extracted from the facial regions and it is 

used to classify the attitude. SVM is used to classify the facial appearance features to attitudes. Van 

Gerven et al (2016) used audio visual deep residual network for personality trait prediction. Audio 

and visual channels are directly passed as input to the deep residual network without any necessity 

for feature extraction and output is a value from 0 to 1 corresponding to a personality trait. Rai et al 

(2016) combined multiple modality specific model to provide the personality trait. Deep network 

extracts visual information from faces, supplementary information from background and acoustic 

features and fusion of all model results is done to predict the personality. Zhang et al (2017) built a 

end to end convolutional neural network to predict personality trait from the face image. In addition 

to personality trait classification, the approach is also able to measure the intelligence score by 

integrating regression to the VGG network.   

III. PROPOSED SOLUTION 

The architecture of the proposed personality trait prediction system is given in Figure 1.  

Following are the important stages in the proposed solution 

1. Extraction of relevant frames  

2. Extraction of Features  

3. Personality trait prediction 

A. Relevant frame extraction 

The frames of interest which has capability to predict the personality of an individual must be 

selected from the videos. The proposed relevant frame extraction algorithm has following steps  

1. Extract Frames from videos  

2. Skip the frame if human face cannot be found in frame using Voila Jones method.  

3. Calculate the difference of frame with previous frame found.  

4. If the difference is less than 10% skip the frame 

5. Frames not skipped in step 4 are passed to the next stage as relevant frames.   

6. Select key frames from the relevant frames using clustering approach given below 

From each of the relevant frames, OpenFace [20] AU features and presence of upper and lower body 

parts in the frame is extracted.  Grouping of frames based on feature similarity is done using K-

Means clustering. From the cluster group, a frame close to the centroid of the cluster is selected as 

key-frames.  

Frame allocation to cluster is done with a aim of minimization of sum of squared errors between 

cluster centroid and feature vector.  
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Where C is the set of centroids, a is the assigned center of each relevant frame. 

B. Feature Extraction  

We propose a Deep Feature extraction algorithm and experiment with following features to decide 

the best feature for personality classification. 

Local binary patterns (LBP): A 8 point LBP with radius 1 is applied on the image and a 10 bin 

histogram is got as result. L2- normalized histogram is applied on 10 bin histogram providing the 10 

dimension feature as output.  

Scale invariant feature transform: A neighborhood around the center of the image is taken.  This 

neighborhood is split into 16 sub-blocks. An 8 bin histogram is got from each of the sub-block and l2 

normalization is applied to result in 128 dimensional feature vector.   

Color histogram: A 64 bin is constructed in RGB color space for the input face image. L2 

normalization is color bin to get the 64 dimension color feature.  

Deep Features:  A modified VGG 16 Convolutional Neural Network architecture is proposed in this 

work to extract the features. 

 

Figure 2 VGG Net for Feature extraction 
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A modified VGG16 deep neural network is applied to extract the feature. Feature is extracted at the 

final max pooling layer. Max pooling layer is a matrix of size 7 x 7 x 512. It is flatted in row major 

order to a feature vector of dimension 21,055. 

This feature is extracted for all N images in the dataset yielding a feature matrix of size of 21,055*N. 

Face image is segmented using Voila jones detector on the noise removed frames and features ( all 

the above four) are extracted from the face image. 

The human body upper and lower part voila jhones detector is run on the key frames and the posture 

is segmented. On the segmented posture, all the four features are extracted.  

C. Personality trait prediction 

This work experiments with following machine learning classifiers in different combination with 

features as shown below 

 LBP SIFT Color 

histogram 

Deep 

feature 

KNN     

SVM     

ANN     

Naïve 

Baiyes 
    

The machine learning classifiers are trained to classify the features to big 5 personality traits with 

values for 1 to 5 for each trait. The maximum occurring personality found from processing of each of 

significant frame is provided as the result.  

IV. NOVELTY IN PROPOSED SOLUTION 

The proposed solution is different from existing solutions is following aspects 

1. An integrated model combining facial and posture features is proposed for personality trait 

prediction  

2. Frame of interest algorithm is proposed to select the frames with high correlation to personality 

assessment from the videos.  

3. Best set of features with higher correlation to personality is selected to reduce the prediction time 

and improve the accuracy of prediction.  

V. RESULTS 

In 2007, researchers at Cambridge and Stanford [19] embarked on collecting an online dataset to 

study social/psychological trends. Their work resulted in the beginnings of the myPersonality 

project. Over the years, the project has collected several samples from Facebook user attributes such 

as likes, status updates, private messages, profile pictures and demographic information such as age, 

sex, marital status, geographical check ins, as well as personality test scores. Facebook users 

participated in the study out of their voluntary contribution. In our exploration, we use this dataset 

and our primary attributes of interest are Big5 (Five-Factor Model) personality scores and Facebook 
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profile pictures. The score for each trait is a number between 1 and 5 (inclusive).  The dataset 

distribution used for testing the performance of the proposed solution is as below 

Parameters Training Validation 

Number of 

images 

1000 200 

Age 

distribution of 

dataset 

40:30:30 40:30:30 

Gender 

distribution 

60:40 60:40 

The performance of the proposed features for classification of personality is measured and the result 

is given below. 

 

 

Among all the features, deep learning provided a highest accuracy of 91.22% followed by SIFT 

features with a accuracy of 87.02%.  

The accuracy results for each of classifier in combination with different features is given below 
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As seen from the results, SVM classifier has higher accuracy compared with rest of the classifiers. 

The highest accuracy is achieved in combination with Deep features. SVM classifier with Deep 

feature achieves an peak accuracy of 91.22%.  

The performance of the proposed Deep features + SVM classifier is compared with  

1. Deep Inference of Personality Traits by Integrating Image and Word Use in Social Networks [3] 

2. Predicting Social Perception from Faces: A Deep Learning Approach [15]  

The performance is compared in terms of  

1. Accuracy  

2. Time for classification 

3. Mean Square Error (MSE)  

The results for accuracy is as below 
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Deep learning in combination with SVM classifier achieves the highest accuracy. It is 6.82% more 

than [3] and 5.72% more than [15].  

The average time for classification is measured and given below 

 

 

The classification time is 87.5% lower compared to [3] and 100% lower compared to [15].  The MSE 

is calculated between actual and predicted personality. The result is given below  
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The proposed solution has 28.93% lower MSE compared to [24] and 37.29% lower MSE compared 

to [23].  

VI. CONCLUSION  

This work proposed a deep learning feature extraction along with SVM classifier for personality 

prediction. The salient feature of this approach is that it used integrated features extracted from both 

face and postures for personality classification. With use of Deep learning features and SVM 

classifier, the proposed solution was able to a achieve a peak accuracy of 91.22% which is 5.72% 

more than existing solutions at comparatively lower execution time of 87.5% lower than existing 

solution. In future, we plan to integrate demographic and age specific modalities to personalize the 

personality trait classification for different demographics and age.   
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